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Håvard Hegre made it possible for me to visit the International Peace Research Institute in Oslo
(PRIO) a number of times, and provided thorough feedback on my project. My research stay
with Michael D. Ward at the University of Washington had a tremendous influence on this dis-
sertation, not only because I was able to rely on his expertise in spatial analysis. Moreover, I
am greatly indebted to him for all the support and advice he offered besides this project.

The International Conflict Research group at the Center for Comparative and International Stud-
ies was a stimulating place to carry out my research. My current and former colleagues Christa
Deiwiks, Lutz Krebs, Patrick Kuhn, Thomas Sattler, Livia Schubiger, Sebastian Schutte, Judith
Vorrath, Stefanie Walter and Julian Wucherpfennig provided numerous helpful comments on
my work. Luc Girardin shared some of his impressive programming expertise, which helped
me solve quite a few computational problems in no time.

Other people contributed to this project. Thanks to Jan Ketil Rød, I was introduced to the se-
crets of GIS. The skills I learned from him had a great influence on this dissertation project. I
presented earlier versions of the dissertation chapters at various conferences, and received in-
valuable feedback and comments from Halvard Buhaug, Erik Gartzke, Kristian Gleditsch, Nils
Petter Gleditsch, Simon Hug, Dominic Johnson, Vally Koubi, Erik Melander, David Meyer and
Brian Pollins.

Not least, I would like to thank Elin Arbin for thorough linguistic editing of the manuscript.

I gratefully acknowledge the funding of this project through a grant by ETH Zurich (Research
Grant TH -4/05-3).

Zurich, February 2009
Nils B. Weidmann

v



vi



ABSTRACT

Quantitative research on ethnic conflict has tended to neglect causal mechanisms. By primarily
resorting to macro-level indicators and tests, existing studies fail to give a sufficiently precise
account of the actors and their interactions that ultimately lead to conflict. This dissertation
shows that a detailed analysis of ethnic settlement patterns can help us get closer to the group
processes during conflict. With the help of Geographic Information Systems (GIS), computa-
tional modeling and spatial statistics, the analysis presented here provides new insights into the
role of group geography as a determinant for conflict.

The dissertation is organized around three core questions. The first focuses on ethnic groups
as the level of analysis and examines how geographic concentration influences the risk of a
group being involved in conflict. Two competing explanations exist: a motivation-driven mech-
anism which claims that concentrated groups are more likely to fight for their territory, and
an opportunity-driven mechanism in which concentrated groups are more prone to collective
mobilization because of facilitated social interaction. However, no systematic attempt has been
made to test the explanatory impact of these mechanisms. Using detailed GIS data on group
settlement regions, my analysis shows that the relationship of concentration and conflict hinges
on the increased interaction opportunities in concentrated groups.

With the help of a spatial computational model, this dissertation aims to provide a more
detailed account of group mobilization in a spatial context. The model simulates the spread of
mobilization through group populations, relying on the assumption that direct social interaction
is important for an individual’s decision to participate. Consequently, the mobilization influence
from one location to the other is proportional to the number of people traveling between these
locations. The model computes an indicator for the proportion of a group that can be mobilized
given the parameters of the model. Groups with high mobilization values should thus be more
susceptible for conflict, a hypothesis which is confirmed in a regression analysis.

The second core question of the dissertation increases the spatial resolution and examines
how group geography affects the location of violence. By employing high-resolution geo-
graphic data on ethnicity and spatially linked reports of violent events from Bosnia, this dis-
sertation sheds new light on the dynamics of civil wars. I show that the application of violence
is driven by territorial ambitions of groups. During conflict, groups aim to create and consoli-
date larger areas of ethnic homogeneity. Violence is likely at a location if more than one group
considers this location to be part of its territory. The analysis provides a detailed perspective
on different types of ethnic violence by distinguishing between two-sided violence between
the groups’ armed factions, and one-sided violence against civilians, both of which seem to be
strongly influenced by territorial ambitions.

The literature on group settlement patterns and conflict has treated group geography as an
exogenous determinant of conflict. However, research on international conflicts tells us that
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territory is as much a cause of conflict as it is a consequence. The third core question applies
this logic to an intrastate setting and analyzes changes in group geography that occur as a result
of conflict. Comparing settlement patterns in Bosnia before and after the war, the results show
that changes in the territorial configuration occur in a strategic way, such that they reduce the
territorial contestation between groups. However, my analysis can only partly explain how the
occurrence of violence on the ground relates to these systemic changes. Whereas the occurrence
of military confrontations seems to inhibit large changes towards ethnic homogeneity, there is
no direct relationship between the targeting of civilians and ethnic unmixing.



ZUSAMMENFASSUNG

Die quantitative Forschung zu ethnischen Konflikten ist von einer unzureichenden Spezifika-
tion kausaler Mechanismen gekennzeichnet. Weil sich diese Forschung in erster Linie auf In-
dikatoren und Tests auf der Makro-Ebene stützt, kann sie keine ausreichend genaue Erklärung
geben, wie die beteiligten Akteure und ihre Interaktionen schlussendlich zu Konflikt führen.
Diese Dissertation zeigt, dass eine detaillierte Untersuchung der Siedlungsmuster ethnischer
Gruppen zum Verständnis der Gruppenprozesse beitragen kann, die sich in bewaffneten Kon-
flikten abspielen. Unter Zuhilfenahme von geographischen Informationsystemen (GIS), Com-
putermodellierung und räumlicher Statistik erzielt die hier vorgestellte Analyse neue Erkennt-
nisse über den Zusammenhang zwischen der Geographie ethnischer Gruppen und Konflikt.

Die Dissertation ist entlang von drei Kernfragen ausgerichtet. Die erste Kernfrage konzen-
triert sich auf ethnische Gruppen als Analyseeinheit und untersucht, wie die räumliche Konzen-
tration einer Gruppe das Konfliktrisiko beeinflusst. Es gibt zwei mögliche Erklärungen: Die
eine besagt, dass konzentrierte Gruppen eher für ihr Territorium kämpfen und Konzentration
somit eine Motivation für Konflikt darstellt. Die andere Erklärung nimmt an, dass konzentrierte
Gruppen aufgrund besserer Interaktionsmöglichkeiten der Gruppenmitglieder leichter für Kon-
flikt mobilisiert werden können. Bisher wurde jedoch kein systematischer Versuch gemacht,
diese Mechanismen gegeneinander zu testen. Meine Analyse zeigt unter Verwendung von GIS-
Daten ethnischer Siedlungsgebiete, dass der zweite Mechanismus empirisch bestätigt wird und
somit der Effekt von räumlicher Konzentration einer verbesserten sozialen Interaktion innerhalb
einer Gruppe zugeschrieben werden kann.

Mit der Hilfe eines räumlich referenzierten Computermodells führe ich eine genauere Un-
tersuchung der Mobilisierung einer Gruppe im räumlichen Kontext durch. Das Modell simuliert
die Ausbreitung von Mobilisierung in Gruppen unter der Annahme, dass direkte soziale Inter-
aktion die Entscheidung eines Individuums über die Teilnahme am Konflikt beeinflusst. Der
soziale Einfluss zwischen zwei Orten wird als proportional zur Anzahl der Personen angenom-
men, welche sich zwischen diesen Orten bewegen. Auf dieser Grundlage berechnet das Modell
den Anteil der Gruppe, der sich auf diese Weise mobilisieren lässt. Gruppen mit höheren Werten
dieses Indikators sollten eine höhere Konfliktanfälligkeit aufweisen. Diese Hypothese wird in
einer Regressionsanalyse bestätigt.

Die zweite Kernfrage der Dissertation erhöht die räumliche Auflösung und untersucht den
Einfluss der Verteilung ethnischer Gruppen darauf, wo ethnische Gewalt auftritt. Durch die Ver-
wendung detaillierter GIS-Daten über Ethnizität und räumlich referenzierter Meldungen über
Konfliktereignisse aus dem Krieg in Bosnien erzielt meine Analyse neue Erkenntnisse über die
Dynamik in Bürgerkriegen. Ich zeige, dass der Ort ethnischer Gewalt durch territoriale Bestre-
bungen ethnischer Gruppen bestimmt wird. Während eines Konfliktes versuchen die Gruppen,
zusammenhängende, ethnisch homogene Regionen zu schaffen. Dies führt zu Gewalt an einem
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bestimmten Ort, falls mehr als eine Gruppe diesen Ort als Teil ihres Territoriums ansieht. Ich
präsentiere eine detaillierte Analyse von verschiedenen Arten ethnischer Gewalt: Auseinander-
setzungen zwischen bewaffneten Gruppen, und Gewalt gegen die Zivilbevölkerung. Wie meine
Ergebnisse zeigen, sind beide Arten von Gewalt durch territoriale Bestrebungen bestimmt.

Die bisherige Forschung über Geographie und Konflikt betrachtete die räumliche Anord-
nung ethnischer Gruppen als exogen. Die Literatur zu internationalen Konflikten jedoch zeigt,
dass ein Territorium sowohl ein Auslöser als auch ein Ergebnis von bewaffneten Auseinan-
dersetzungen sein kann. Die dritte Kernfrage dieser Dissertation untersucht dies im Kontext
innerstaatlicher Konflikte und analysiert Änderungen im Siedlungmuster einer Gruppe, welche
sich als Resultat von ethnischer Gewalt ergeben. Der Vergleich von Siedlungsmustern vor und
nach dem Bosnien-Krieg zeigt, dass Änderungen in der Geographie ethnischer Gruppen in einer
Weise auftreten, dass sie territoriale Auseinandersetzungen von Gruppen reduzieren. Allerdings
kann meine Studie nur teilweise erklären, welche Rolle die lokale Anwendung von Gewalt in
diesem systemischen Prozess spielt. Während das Auftreten militärischer Konfrontationen zu
geringeren Veränderungen der ethnischen Verteilung führt, finde ich keinen direkten Zusam-
menhang zwischen Gewalt gegen die Zivilbevölkerung und ethnischer Entmischung.
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Chapter 1

Introduction

1.1 Background

IN the past century, humankind was struck by previously unseen dimensions of violent con-
flict. Within a few decades, the two world wars caused an exorbitant number of casualties,

reaching a geographic scope of destruction larger than any conflict before. Since then, however,
the number of interstate conflicts has declined steadily. According to recent numbers, there was
not a single interstate conflict active in 2007.1 Has the world become a more peaceful place?
Unfortunately, it has not. The trend we have observed over the last decades is that states fight
less against each other. At the same time, however, there has been a tremendous increase in
violence within states during the post-World War II period. Media reports from civil wars in
Bosnia, Rwanda and Chechnya remind us that what has changed is not the level of political
violence in the world, but merely its scope. In 2007, the number of active civil wars reached 29,
most of which are unlikely to be resolved in the near future. The world is not a peaceful place
– yet.

Even though limited in scope as compared to international wars, civil wars have disastrous
consequences, both during and after the conflict. For example, the war in Angola (1975–2002)
caused roughly 1.5 million war deaths (Lacina and Gleditsch 2005). The social impact of this
figure becomes even more troubling due to the fact that only about 11% of these were battle-
related. Clearly, civil wars affect the civilian population in a serious way and with long-lasting
consequences. For example, one consequence is the displacement of people. Refugee flows
caused by internal conflict are a major challenge for war-torn countries, and the resulting hu-
manitarian concerns are often well beyond what the international community can adequately

1Source: UCDP/PRIO Armed Conflict Dataset (Harbom, Melander and Wallensteen 2008; Gleditsch et al.
2002)
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2 1. INTRODUCTION

respond to (United Nations High Commissioner for Refugees 2006). Furthermore, the eco-
nomic legacy of civil war makes it difficult for countries to recover. Once the investors have left
a country, the state budget has been spent on military equipment, and corruption is omnipresent,
a country can be caught in what World Bank economist Paul Collier (2003) has called a “conflict
trap” – a vicious cycle of violence and economic downturn.

In order to mitigate or prevent conflict, we require an understanding of its causes and dy-
namics. Much of the current literature on civil wars tends to conclude that civil war is a problem
of the poor. Indeed, the correlation between poverty and conflict is high, making one think that
conflict is yet another problem developing countries face besides hunger, unemployment, dis-
eases and low education. However, recent events right on Europe’s doorstep suggest that this
is only partly true. In the early 1990s, the former Yugoslav Federation – certainly not a de-
veloping country – experienced a series of violent confrontations between its ethnic groups.
Serbs, Croats, Bosniaks, Macedonians and Albanians were caught in recurring cycles of con-
flict, which eventually led to the complete disintegration of the Federation. Killings reached
levels on par with events during World War II, something Europe thought it would never expe-
rience again.

Conflicts in Yugoslavia, but also in other wealthy countries like Spain or Northern Ireland,
challenge the link between economic poverty and civil war. Instead, they draw our attention to
another important dimension of conflict: identity. In fact, ethnic identity features prominently
as an explanation for why civil wars occur. Recent findings provide evidence for this: The
majority of intrastate wars are fought along ethnic lines (Fearon and Laitin 2003), and ethnic
conflicts tend to be more difficult to resolve (Doyle and Sambanis 2000; Licklider 1995). How-
ever, despite the seemingly strong relationship between ethnicity and conflict, recent statistical
analysis at the country level find ethnic factors to be only a weak explanation of civil war onset.
As a result, the quantitative literature assigns only a minor importance to ethnic factors and
largely dismisses ethnicity as an explanation for civil war.

The question about whether ethnicity matters continues to be an ongoing debate in the schol-
arly community. Underlying this question is a methodological issue: Can cross-national studies
that operationalize ethnicity by means of a single indicator of ethnic diversity be taken as a
sufficiently detailed test of the mechanisms leading groups to violence? Many scholars suggest
that they cannot. As Sambanis puts it,

the already significant gap between the micro-level theories and their macro-level
implications is magnified when the micro-macro relationships are studied solely
through cross-national statistical analyses. Such studies often overlook information
about the causal pathways that link individual or group behavior with the outbreak
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of civil war (Sambanis 2004a, p. 259).

The second part of Sambanis’ quote summarizes the gap in the literature that this dissertation
aims to fill. If ethnicity features so prominently in internal conflicts, but we still do not know
how, would it not be natural to study the relevant actors in these conflicts – the ethnic groups –
rather than relying on aggregate indicators at the state level?

1.2 Subject of Research

In the current quantitative literature, the study of ethnic conflict suffers from a dramatic lack
of specification of causal actors and mechanisms. Research has concentrated on demographic
indicators at the state level rather than giving sufficient attention to the conflict actors and the
ethnic groups these actors claim to represent. How do groups and group members coordinate
for conflict? Who is the target of violence? In order to further our understanding of how
social actors organize and apply violence, recent work on civil war has increased the resolution
of the unit of analysis. Rather than comparing states with respect to their risk of civil war,
disaggregated research explicitly assumes a sub-national perspective by focusing e.g. on ethnic
groups, their political position, or the location of conflict. In doing so, we can get closer to the
processes of conflict by opening the “black box” between indicators at the state level and the
observed resulting conflicts.

The disaggregation of ethnic conflict can be done in various ways. For example, one promis-
ing avenue for research is a conceptual disaggregation by moving from aggregate ethnic indi-
cators to the level of ethnic groups and conflict actors. Alternatively, temporal disaggrega-
tion analyzes the sequence of conflict events over time, rather than measuring civil war at the
country-year level as many studies do. This dissertation makes a strong case for a third type
of disaggregation: the analysis of groups and conflict from a geographic perspective. More
precisely, I study how conflict is related to settlement patterns of ethnic groups, i.e. the spatial
distribution of a group in a country. Why study settlement patterns? First, a group’s settlement
pattern offers theoretical insights. Group territory is the social space that structures the interac-
tions of its individuals. This social space is where a group’s collective mobilization for conflict
takes place, so the group’s geography partly determines whether or not group mobilization will
be successful and result in conflict. Besides their impact on conflict risk in general, settlement
patterns can also have an impact on where violence is applied, once inter-ethnic hostilities have
started: What particular locations are worth fighting for?

Second, these theoretical insights raise important questions for conflict mitigation and pre-
vention. If the territorial arrangement of groups has an impact on the likelihood and location
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of violence, could an artificial change in the territorial arrangement limit or even prevent hu-
man suffering? In fact, some authors have already proposed territorial solutions to the problem
of ethnic violence (see e.g. Kaufmann 1996). Other scholars, however, have argued strongly
against these proposed solutions (Sambanis 2000; Laitin 2004). And still, the core problem is
that without a detailed understanding of the mechanisms linking group geography and violence,
one should be careful in advocating remedies with far-reaching consequences. This work at-
tempts to shed more light on the relationship between conflict and geography in order to help
assess the proposed territorial solutions.

My dissertation examines the relationship between settlement patterns and ethnic conflict
under three core questions. First, how do settlement patterns affect the risk of a group being
involved in violent conflict? Second, how do settlement patterns determine where violence is
applied, and third, how does conflict change the ethnic map? The following sections give an
introduction to these questions and point the reader to the relevant dissertation chapters.

1.2.1 Settlement Patterns and the Risk of Conflict

Ethnic groups worldwide display considerable variation with regard to their involvement in
violent conflict. The field of conflict research tries to explain why some groups experienced
significant levels of violence, whereas the majority remain at peace. The first part of my dis-
sertation relates conflict involvement of groups to the characteristics of their settlement pattern.
The basic argument is that the geographic arrangement of a group provides interaction oppor-
tunities for the group members. If these opportunities are such that the group can efficiently
organize for collective action, there is a higher likelihood of conflict. Figure 1.1 illustrates this
first core question graphically. The approach here is to measure characteristics of the settlement
pattern that facilitate the group’s collective mobilization. In a statistical analysis, we can then
assess the effect of these characteristics on the risk of conflict involvement.

The first question relates to the role of group geography in conflict more generally. Some
authors argue that group territory is important because it constitutes the motivation why groups
fight. Quite the contrary, other authors argue that the spatial distribution of group members
primarily affects the groups ability to mobilize for collective action. Chapter 4 describes the
theoretical background of this motivation vs.opportunity debate and aims to give an answer to
it. I show that the distance between the population clusters of a group strongly affects the risk
of conflict, whereas a measure for the group’s territorial fragmentation has no effect. This result
provides support for the opportunity-driven mechanism of group geography.

Although the correlational study I present in Chapter 4 captures the settlement pattern at a
high level of detail, it still leaves much to be desired for a test of the mobilization mechanisms
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Figure 1.1: First core question: Comparing the settlement pattern of different groups, shown in
dark and light grey. Which settlement pattern is more conducive to collective mobilization?

that supposedly drive the relationship between settlement patterns and conflict. In Chapter 5, I
attempt to further specify these mechanisms and validate them empirically. For this exercise, I
employ a computational model. The model operates directly on spatial data on ethnic groups
and simulates how mobilization for collective action spreads through the group population.
In doing so, the model computes an indicator for mobilization pervasiveness – the proportion
of all group members that can be mobilized for collective action within a certain number of
time steps. In a statistical analysis, I compare the simulated mobilization rate to observed
conflict involvement and show that groups that are more easily able to mobilize because of their
geographic arrangement indeed face a higher risk of conflict.

1.2.2 Settlement Patterns and the Location of Violence

The second core question of this dissertation examines the impact of settlement patterns on the
location of violence, rather than conflict risk in general as described in the previous part. Here,
I move from the focus on settlement patterns of individual groups to intermingled settlement
areas of many groups. Figure 1.2 illustrates this question. Again, it shows two groups (dark
and light grey), in different settlement configurations relative to each other. I examine whether
certain locations along an inter-ethnic territorial boundary are more susceptible for event of
violence (shown as stars in Figure 1.2).

I argue that the application of violence during conflict is driven by an ethnic group’s aspira-
tions to create larger, coherent territorial clusters of its kin. Locations where territorial claims
of different groups clash should see more violence as groups struggle for control of a certain
territory. The concurrent claims of different groups to a particular location is what I call ter-
ritorial contestation between groups. In Chapter 6, I study the dynamics of group geography
and conflict in Bosnia using pre-war data on ethnic population shares at the municipality level.
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Figure 1.2: Two ethnic groups (dark and light grey), in different boundary configurations (left
and right). Under the second core question of this dissertation, it is examined whether and how
certain territorial configurations of groups foster the application of violence (shown as stars) at
particular locations.

These data are combined with information on conflict events from the Armed Conflict Location

and Events Dataset (ACLED). My results show that there are indeed higher levels of violence
at territorially contested locations.

1.2.3 The Endogeneity of Settlement Patterns and Conflict

Whereas under the first and second perspective outlined above I treat a group’s settlement pat-
tern as exogenous to conflict, the third and last core question of this dissertation examines the
link back from conflict to changes in the settlement pattern. Chapter 7 builds directly on the
previous one, which relates violence to territorial ambitions of ethnic groups. How does the
application of violence change the ethnic map? Figure 1.3 again illustrates this question graph-
ically.

Figure 1.3: Third core question of this dissertation: How does the application of violence
change the ethnic map? More precisely, if ethnic violence occurs at a particular location (left),
does this lead to a consolidation of the ethnic boundaries (right)?
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Chapter 7 analyzes the feedback from conflict to changes in the settlement pattern at two
levels. First, I take a systemic perspective and compare the pre- and postwar ethnic map. Similar
to the previous chapter, this study again examines the war in Bosnia. I find that during the war,
there was a significant ethnic segregation of the Bosnian population. However, this unmixing
was also strategic in a sense that after the war, clashing claims of groups to particular locations
were much less frequent. Second, I try to explain the ethnic population changes at the local level
as a result of the application of violence on the ground. Here, the argument is that locations with
particularly high levels of violence should see more drastic population changes. However, this
hypothesis is not confirmed by empirical evidence.

1.3 Key Contributions

This dissertation makes a number of key contributions to the literature on ethnic violence. In
the following, I distinguish between conceptual and methodological issues.

Conceptual: Disaggregating Ethnic Groups The literature on ethnic conflict has had a ten-
dency to treat ethnic groups as unitary actors. This dissertation relates settlement patterns to
group mobilization and therefore moves below the group level to intra-group mechanisms of
collective action. I draw on literature on social movements, which provides rich accounts of
group processes during conflict. However, this literature has not had much intersection with
the quantitative work on ethnic conflict. Using computational modeling, I attempt to integrate
insights from social movements research to the quantitative study of ethnic conflict.

Conceptual: Disaggregating Ethnic Violence There has been little systematic work on the
location of violence in ethnic conflicts. This dissertation presents a framework that relates the
application of ethnic violence to the groups’ territorial ambitions. In a situation of violent con-
flict between groups, locations that are of strategic importance to more than one group should
be more prone to violence. In conceptualizing violence as a means to satisfy groups’ ambi-
tions, I disaggregate violence not only spatially, but also distinguish between different types of
violence: two-sided violence between military factions, and one-sided violence against civil-
ians. These two types of violence are likely to follow a different logic, but existing research has
lumped them together under a single category.

Conceptual: Endogeneity of Settlement Patterns The relationship between settlement pat-
terns and conflict has only been studied in a single causal direction: How do settlement patterns
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affect conflict risk? However, this neglects the reverse causal link. Conflict has a profound
impact on the spatial distribution of groups, either by moving a great number of people, or by
the systematic extinction of populations. This dissertation presents a first attempt to assess the
effect of conflict on settlement patterns by comparing pre- and post-conflict spatial distributions
of groups.

Methodological: Geographic Information Systems (GIS) Software For the study of group
settlement patterns, this dissertation utilizes recent innovations in the computational processing
of spatial data. So-called Geographic Information Systems (GIS) make it possible to collect,
represent and process electronic maps of group locations. Although they have been frequently
used in geography and related disciplines, GIS are only starting to be introduced to the social
sciences and political science in particular. Obviously, the application of GIS to the study of
group settlement patterns has many benefits. For the purpose of this dissertation, a global GIS
dataset on the locations of ethnic groups has been created, which makes it possible to compute
new spatial indicators for a group’s settlement pattern. Furthermore, GIS in combination with
spatial statistics allows for the spatial disaggregation of ethnic violence as presented in this
dissertation.

Methodological: Agent-based Modeling In relying almost exclusively on macro-level cor-
relations between variables, recent quantitative research on ethnic conflict suffers from a sig-
nificant lack of precision regarding the social mechanisms that bring about these regularities
at the macro-level. For a test of the proposed micro-level mechanisms between group geog-
raphy and conflict mobilization, this dissertation uses agent-based models (ABM). Originally
inspired by developments in computer science, ABM is slowly finding its way into the social
sciences. ABMs feature a population of social agents living in an artificial space. These agents
interact with each other and their environment and allow the researcher to “grow” the observed
macro-phenomena from the hypothesized interactions at the micro-level. Unlike many ABMs
in the literature, the model presented in this dissertation uses a real-world geography and can
thus combine GIS and ABM techniques effectively.



Chapter 2

Groups, Geography and Conflict

THIS chapter introduces the theoretical foundations for the work presented in this dissertation.
I start with a definition of ethnic conflict and the “groups” as the main actors involved. I

then review the classical literature on ethnic conflict. These works have focused extensively
on the motivational roots of conflict: in other words, they can tell us why people fight. How-
ever, this literature portrays ethnic groups as unitary actors, brushing aside the heterogeneous
internal structure of a group. How do some groups manage to mobilize support among many
members of their population, and how do they organize violence? This chapter argues that
my main explanans, group settlement patterns, can provide an answer to this question. I aim
to pinpoint the intra-group mechanisms of ethnic conflict by disaggregating ethnic groups and
ethnic violence spatially. Studying civil war from a disaggregated perspective is a recent trend
in the literature, and I provide an overview of the research and explain the different motivations
behind it. I then turn to the relationship between group settlement patterns and conflict. First,
I argue that settlement patterns provide interaction opportunities within groups in the process
of conflict mobilization. Second, settlement patterns also determine interaction opportunities
between groups, which determine the location of ethnic violence.

2.1 Ethnic Groups in Civil Wars

In the political science literature, the term “civil war” is typically used to denote a conflict that
is internal to a particular state. More precisely, civil war occurs within the territory of a single
state, and only involves actors pertaining to that state. The actor constellation in civil wars
is such that a government faces an internal challenger, i.e. an opposition group that employs
violence to further its goals (Singer and Small 1972; Small and Singer 1982; Fearon and Laitin
2003; Sambanis 2004b). Even though the term “internal war” is more precise, it is normally

9
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used interchangeably with “civil war”.

Ethnic civil wars constitute a subset of civil wars in which the internal challenger is defined
along ethnic lines. A commonly adopted definition of ethnic wars is given by the State Failure
Task Force, which defines ethnic wars as “episodes of violent conflict between governments
and national, ethnic, religious, or other communal minorities (ethnic challengers) in which the
challengers seek major changes in their status” (Marshall, Gurr and Harff 2008). Other scholars
have employed similar criteria. For example, Kaufmann (1996) states that “ethnic conflicts
are disputes between communities, which see themselves as having distinct heritages, over the
power relationship between the communities” (p. 138). Even though these definitions give the
reader a general idea about the phenomenon this dissertation examines, it is worth highlighting
the differences between ethnic civil war and other forms of ethnic violence.

Ethnic Civil War vs. Violent Protest In its initial stages, violent protest against the gov-
ernment does not constitute ethnic civil war. For example, a spontaneous attack of a village
population against the local police station would not qualify as a civil war, unless it is part of a
larger, organized effort of a group to achieve a political goal. According to common definitions
of civil war, the challenger to the government must be formally organized. For example, the
UCDP/PRIO Armed Conflict Dataset only codes a series of violent events as civil war if the
opposition group has announced a name for itself (Harbom, Strand and Nygard 2008, p. 2). For
most cases of spontaneous violent protest, however, this criterion is not met. Nonetheless, acts
of violent protest by an ethnic group can escalate into civil war, if they are sustained and reach
significant levels of violence (Tilly 2003).

Ethnic Civil War vs. Communal Violence In an ethnic civil war, one of the conflict parties
must be the government. For that reason, ethnic civil war is analytically distinct from communal
violence, i.e. episodes of conflict between groups in which neither group represents the govern-
ment. A frequently studied case of this phenomenon are the repeated confrontations between
Hindus and Muslims in India (Varshney 2002; Brass 2003; Wilkinson 2004). Communal vio-
lence, as Horowitz (2002, p. 1) notes, is an “intense, sudden, though not necessarily unplanned,
lethal attack by civilian members of one ethnic group on civilian members of another ethnic
group, the victims chosen because of their group membership”. The intentions of a group in
communal conflicts are very different from those in ethnic civil wars. Whereas the latter are
related to broad political issues of the ethnic group at the national level, communal violence
relates to local tensions between groups.
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Ethnic Civil War vs. Genocide A genocide is an “organized attempt to annihilate a group
thought to have ethnic, racial, or otherwise organic properties” (Straus 2004, p. 88). Genocide
can occur with different levels of intensity, ranging from single, localized pogroms, or as large-
scale violence with mass participation (Bhavnani 2006). In many cases, genocidal strategies are
pursued by government groups in a attempt to create ethnically “pure” territories (Mann 2005).
Genocide falls under the category of ethnic conflict, because it occurs between governmental
forces and a minority ethnic group. However, even though genocide often occurs in conjunction
with civil war, it is not equivalent. This is because violence in civil wars is two-sided, mutually
inflicted by both parties upon each other. In contrast, genocidal violence is the systematic killing
of civilian populations and therefore does not satisfy the definitional criteria for war.

2.1.1 Ethnic Groups as Conflict Actors

An ethnic civil war pits the government forces against an internal challenger, an ethnic group.
What is an ethnic group? Defining ethnicity is notoriously difficult, and there is a substantial
lack of agreement in the scholarly community. In fact, the usefulness of the concept has been
fundamentally questioned, which led to the suggestion to abandon it altogether (Brubaker and
Cooper 2000). Taking a less critical position, this section presents a discussion of ethnicity as a
social category in regard to the topic of this dissertation, ethnic conflict.

Groups as Imagined Communities

How can we recognize ethnic groups? One might suggest that ethnic boundaries follow clearly
identifiable cultural markers, such as language or religion. Although they do in many cases,
an objective definition of this kind fails to take into account the inter-personal meaning that
individuals attach to these boundaries (Cederman 2002b). What distinguishes an ethnic group

from an externally imposed ethnic category is the shared belief in a common descent – in other
words, the subjective feeling of belonging (Chandra 2006). Hence, an ethnic group is what
Benedict Anderson (1991) – with respect to nations – has aptly called an “imagined community”
– a community that attributes its present cohesion to a shared cultural ancestry, whether this
corresponds to the historical record or not. Thus, the definition of an ethnic group based on its
belief in common descent goes beyond externally observable cultural fault lines, and introduces
group boundaries where there are few, if any, cultural differences. For example, the Hutu and
Tutsi in Rwanda clearly constitute different ethnic groups. However, both groups speak the
same language, and there are no religious differences between them as both groups belong
primarily to the Roman Catholic church.
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A. D. Smith (1986) spells out the dimensions that define ethnic groups in more detail. All
of these dimensions invoke a sense of common group identity, but they do so by referring
to different markers or symbols. Most importantly, each group has its name. It is virtually
unthinkable that a group that considers itself different from others would go under the same
name or category as another group. A name helps the group establish its distinctness internally,
but also in relation to outsiders. Each group usually has a common myth of descent. This is
not the real descent according to the historical records, but the putative legend shared by the
group members. A common descent is important since it serves as a historical explanation for
why the group belongs together. Beyond the common origins that unite group members, Smith
mentions the common history a group has experienced. The memories of shared experiences in
earlier generations links the origins of the groups to present generations. Besides these historical
dimensions, groups share a distinctive culture that facilitates in-group cohesion and out-group
discrimination. Language or religion often coincide with these cultural break lines, but not
necessarily so. According to Smith, another observable characteristic of an ethnic group is its
attachment to a homeland. Again, this attachment does not have to be based on prior settlement
of the land, but is represented as such in the group’s collective history. Lastly, ethnic groups
have a strong sense of solidarity among the group members. This explains strong cooperation
even between ethnic communities of the same group in different countries.

Smith’s definition allows us to distinguish between ethnic boundaries and other social cate-
gories. Members of social classes might have a similarly strong feeling of solidarity, but across
countries they certainly lack the territorial attachment that ethnic groups have. Moreover, social
classes are not characterized by a shared cultural traits, but rather encompass members from
different cultural backgrounds with a similar socio-economic status.1 Ethnic groups do not cor-
respond to religious communities either, because these also lack the relationship to a particular
territorial region. On the other hand, a territorially delimited polity alone fails to satisfy the
definition of an ethnic group, because it does not necessarily include a shared belief in common
descent.

Smith’s definition highlights the importance of socially constructed ethnic identity within
the group. For the study of ethnic conflict, this necessarily entails the question of whether the
concept of an ethnic group provides a useful analytical category. If ethnic groups cannot be
presupposed, because they “wax and wane over time” (Brubaker 2004, p. 4), how can we study
conflict between them?

1An exception is the position advocated by Bourdieu (1984), who argues that class differences provide the
basis for the emergence of ethnic groups. Also, Gurr’s (1993) “ethno-classes” are characterized by coinciding
socio-economic and ethnic cleavages.
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Constant vs. Fluid Group Boundaries

The study of ethnic conflict comprises widely divergent theoretical positions with respect to its
main concept of interest, ethnicity. Most of these disputes occur along a single dimension, with
essentialist or primordialist positions at the one extreme, and constructivist accounts of ethnicity
at the other. Primordialists have a static perception of ethnicity. They assume ethnic boundaries
to follow cultural markers such as language or religion, and to be largely invariant. Individual
membership to a certain ethnic group is determined by kinship, and does not change over time
(Geertz 1963). Thus, according to the primordialist perspective, ethnic identity is “hard-wired”,
both for an individual and also for inter-group boundaries.

At the opposite end of the spectrum, radical constructivist accounts see ethnic identity as a
fluid concept that cannot be analyzed independently of the social, economic and political pro-
cesses in which it is embedded. They argue against the reification of ethnic groups, i.e. the
conception of ethnic groups as independent, omnipresent social categories. Chandra summa-
rizes the constructivist stance as follows:

Those who subscribe to the constructivist approach agree on two basic proposi-
tions: First, individuals have multiple, not single ethnic identities; and second, the
identity with which they identify varies depending upon some specified causal vari-
able. Changes in the value of these causal variables are likely to lead to changes in
individual identifications (Chandra 2001).

What does this mean for the study of ethnic conflict? If ethnic contestation or conflict is one
of the causal variables that affects individuals’ identification, it is difficult to study the impact
of ethnic variables on conflict, since the two are so highly interdependent. This is the reason
why some authors have argued against the widespread “groupism” in the social sciences, i.e.
the tendency to use ethnic groups as the unit of analysis (Brubaker 2004). However, instead of
dismissing the concept of a group altogether, various scholars have advocated an intermediate
position, starting with the pioneering work of Fredrik Barth (1969). Instead of fixed group
membership based on cultural traits as advocated by primordialists, Barth emphasizes that it is
only the boundaries that are static, but not group membership. In his own words,

boundaries persist despite a flow of personnel across them. [..] [D]iscrete categories
are maintained despite changing participation and membership in the course of
individual life histories. (Barth 1969, p. 9-10, emphasis original)

Whereas Barth emphasizes the persistence of boundaries in general, other scholars argue
that the “flow of personnel across them”, as Barth calls it, is limited. In her convincing attempt
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to provide a definition of ethnicity, Chandra (2006) sees ethnic identities as social categories in
which membership is determined by (real or putative) descent. Based on this assumption, she
derives two attributes of ethnic categories: constrained change and visibility. The former refers
to the fact that it is difficult to change descent-based attributes that define ethnic groups, such
as common skin color, native language, or place of birth. While the visibility of these attributes
varies, the membership they define might be fairly sticky as compared to other social categories.
Because these group memberships are fairly static, we need not dismiss the concept of an ethnic
group altogether. Group boundaries persist, and constitute relevant societal fault lines. In the
remainder of this dissertation, I therefore take a perspective as advocated by Van Evera (2001)
and treat the existence of groups as exogenous to conflict, while fully acknowledging that this
might not be applicable when we deal with ethnicity in the context of other societal phenomena.

The Role of Groups in Conflict

The contemporary literature on ethnic conflict tends to treat ethnic groups as the main conflict
actors. For example, the title of Donald Horowitz’s well-known book, Ethnic Groups in Conflict

(1985), seems to suggest that ethnic conflicts are mass events, with “all-against-all”. This ap-
proach has come under some criticism, advanced most importantly by Mueller (2000). Mueller
portrays the ethnic conflicts in former Yugoslavia and Rwanda as acts of violence perpetrated
by “well-armed thugs and bullies” (p. 43) that were encouraged and paid for by political au-
thorities seeking personal advantages. Clearly, this puts the motivations for conflict far away
from the deep-rooted grievances and hatred that the literature traditionally holds responsible for
violence. Similarly, Gagnon (2004) argues against the conception of ethnic conflict as war of
groups against groups. Rather, he holds that political entrepreneurs are responsible for the out-
break of violence, as these leaders attempt to fend off mobilization attempts by the opposition
that threaten their political survival. Most important for our purpose, however, is the fact that
the participation of the broad population is not a necessary condition for conflict to occur.

Clearly, only in rare cases do entire ethnic groups actively join in hostile acts. However,
there are two reasons why I argue against the dismissal of ethnic groups as an analytical cat-
egory. First, we need to be clear that the active application of violence against members of
another group is only the most extreme form along a continuous repertoire of actions. Above,
I have defined the phenomenon of ethnic civil war as a conflict along ethnic lines regarding
claims relating to ethnic groups. What is assumed to be driving these conflicts is a collective
grievance at the group level, a shared political goal that leads a subset of the group to take arms.
Consequently, in order to find out why conflict occurs, we need to find out how these collec-
tive grievances come into existence in the first place. This strategy follows the approach in the
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social movements literature, as outlined by Tilly (1978). Tilly distinguishes three analytical
perspectives in the study of revolutionary collective action: groups, events and movements. For
our purpose, the distinction between groups and movements is helpful. A movement is a set
of individuals that take (possibly violent) action to achieve some goal. However, this goal is
defined with respect to a broader group of common structure and shared beliefs. In other words,
the movement is a subset of the group that takes manifest action to further the group’s interests.
The group–movement distinction also applies to ethnic conflict, where the ethnic group pro-
vides the collective motivation for which certain organizations choose the most extreme form
of action: the application of violence. The production of violence within these organizations
is an important question, but beyond the focus of this dissertation. However, efforts are un-
derway to disaggregate ethnic groups at the level of the organizations representing them. For
example, the Minorities at Risk Organizational Behavior dataset (MAROB, Minorities at Risk
Project 2006) aims to create a list of organizations acting on behalf of ethnic groups, including
variables that measure the degree of violence these organizations choose to apply.

There is, however, a second reason why groups matter as units of analysis. As mentioned
above, Mueller and Gagnon reject the group level, because violence is perpetrated by small
subsets of the full population, without mass mobilization. However, what about the targets
of violence? Various accounts of the Bosnian war show a strategic targeting of enemy group
population in these conflicts (e.g. Mann 2005; Burg and Shoup 1999). Clearly, on the target
side, violence was not restricted to small subgroups, and ethnic membership was key for the
perpetrators in selecting their targets. Consequently, the question remains why groups – and not
individual extremists – develop strong antagonism against each other, even though not all their
members join in the fighting.

Having discussed the definition of ethnic civil war and groups as the actors in these conflicts,
I now turn to the existing theoretical explanations for ethnic conflict.

2.2 Why People Fight: Existing Approaches

Ethnic civil war has received scholarly attention from a wide range of disciplines beyond polit-
ical science. Psychologists, sociologists, anthropologists and economists alike have been trying
to explain the phenomenon of violent conflict between groups. Not surprisingly, there is con-
siderable variation with respect to theoretical approaches. This section gives an overview of
the existing explanations, with a focus on the political science literature on ethnic war. Expla-
nations for ethnic conflict can roughly be put in three categories. The first category analyzes
conflict as occurring between groups but not necessarily inside the context of a state. Here,
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conflict is either taken as an inter-cultural phenomenon where states do not matter (as in an-
cient hatred theories), or conflict takes place under the condition of a temporary absence of a
state. I label this category “symmetric conflict”, since the groups are treated as equal actors.
In contrast, “asymmetric” ethnic conflicts of the second category occur between groups with a
different (political or economic) status within in a given state. As a third category, the recent
political economy literature on civil war attributes little explanatory value to ethnicity.

2.2.1 Symmetric Conflict: Groups vs. Groups

Explanations of the first category examine conflict outside the context of a state.

Ancient Hatred

Above, I have introduced the essentialist perspective of ethnicity. Essentialists take the existence
of group boundaries as given and see group membership as largely invariant. However, this
alone does not explain why conflict arises between groups. Ancient hatred explanations of
ethnic conflict see a persistent enmity between groups as the root cause of inter-ethnic hostilities
(see e.g. Geertz 1963). Culturally different groups are assumed to live in a constant state of
enmity such that violence will result whenever external conditions allow it. Huntington’s Clash

of Civilizations is an example of such an essentialist explanation for conflict. Huntington (1993,
1996) argues that the end of the Cold War would give rise to a new era of conflict between
clusters of “civilizations”, whose boundaries largely follow religious lines. Among the most
belligerent of these clusters, according to Huntington, is Islam. Even though ancient hatred
explanations no longer receive much attention in the scientific community, they continue to be
present in the media discourse (Newman 1991). Robert Kaplan’s book Balkan Ghosts (1993)
is a prominent example in which he states that the reason for the Balkan conflict lies in the
region’s “belligerent culture”.

The Ethnic Security Dilemma

The security dilemma approach to ethnic conflict grew out of the realist school in international
relations (Posen 1993a,b). Realism in international relations rests on the basic assumptions that
states are the main actors in the international system, and that their primary concern is their own
security. The system itself is anarchic, so there is no central authority that is able to guarantee
the integrity of states. As a result, states are responsible for their own security and therefore take
preemptive military measures. Posen applies this thinking to an intrastate setting with groups
as the main actors. He reasons that during the collapse of multi-ethnic states, groups live in a
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state of temporal anarchy because the federal government that used to protect their interests is
declining in power. Groups therefore have incentives for military action against other groups.

Rational Choice Explanations for Ethnic Conflict

Different attempts have been made in the rational choice literature to explain ethnic conflict as
the result of strategically interdependent actions by ethnic groups. This literature departs from
the assumption that groups are “unitary” actors, that act in unison with the goal of maximizing
some expected outcome along the political or economic dimension. There are a broad variety
of works on ethnic conflict employing a rational choice approach, a comprehensive overview
of which is given by Fearon (2006). Here, I focus on two examples from this literature, one of
which examines conflict between groups facing the decision whether to enter a common state,
and the other one explaining ethnic conflict as the result of the failure to share the spoils in
an existing state. A game-theoretic model by Fearon (1998) relates the emergence of ethnic
violence to a commitment problem. Similar to the security dilemma theory of ethnic conflict,
Fearon assumes ethnic conflict to occur during or shortly after the breakup of multi-ethnic
empires. A group facing the decision whether to enter a new state together with a majority
group will refrain from doing so because the majority group may not keep its promises once
the state has been created. The minority might thus opt for secession before the majority can
eventually consolidate its power, which would make secession impossible in the future.

Caselli and Coleman (2006) advance a model where the struggle of groups for a society’s
wealth-producing assets can lead to conflict along ethnic lines. At the core of their model
is the assumption that the assets in a society are controlled by a winning coalition of agents.
However, once this coalition has assumed control of the assets, it is beneficial for non-members
to infiltrate the coalition in order to get a share of the spoils, which is of course unfavorable for
the coalition members, since their share of the benefits would decrease. The authors argue that
ethnicity serves as a marker to identify these potential spoilers. A coalition group defined along
ethnic lines is thus more likely to fight for the control of a country’s assets, because the potential
benefits are higher than those of a coalition without ethnic markers. As a result, conflict should
be more likely in ethnically heterogenous countries.

2.2.2 Asymmetric Ethnic Conflict: Groups vs. States

In contrast to the approaches presented in the previous section, the majority of theoretical ap-
proaches to ethnic conflict examines inter-group relationships in the context of a state, where
political or economic discrepancies between groups in a state can lead to inter-group conflict.
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Relative Deprivation and Ranked Groups

Theories of relative deprivation, advanced by Gurr (1968, 1970), claim that a group’s violent
reaction is caused by the perceived discrepancy between what the group thinks it is entitled
to as members of a state, and what they get in reality. This discrepancy can be measured
along an economic dimension, for example if the group is systematically excluded from high-
income positions. Alternatively, relative deprivation can also occur politically, for example by
not granting group members access to political elite positions, or otherwise not allowing the
group to participate in politics. This perceived deprivation, according to Gurr, leads to a feeling
of collective frustration of the group. Gurr draws on the “frustration–aggression” hypothesis
from the psychological literature to link perceived deprivation to collective violence (Dollard
et al. 1939).

In principle, the effect of relative deprivation as a motivation for conflict is not restricted to
ethnic groups only. However, it is most likely to be effective if ethnic group boundaries coincide
with socio-economic divisions. This is what Horowitz (1985) calls a “ranked” system of ethnic
groups. In a ranked system, groups differ with respect to an observable status – for example
income or political position. However, unlike Gurr, Horowitz’s account does not assume ranked
systems to be more conflict-prone in general. Whereas he acknowledges the fact that a ranked
system certainly has sufficient potential for violent escalation, the asymmetry in the status of
groups can also reinforce the more powerful groups in repressing the subordinate ones. This
is why an unranked system in which the social structure of the groups spans different levels of
the socio-economic hierarchy can be much more dangerous, since the conflict occurs between
opponent groups of equal strength.

Elite Manipulation

Theories of elite manipulation (Gagnon 1995, 2004; de Figueiredo and Weingast 1999) see eth-
nic conflict as the result of intra-group dynamics between group elites and the masses. The
ruling group elite, when afraid of losing power in the domestic arena, will play up ethnic differ-
ences and actively antagonize outside groups in order to mobilize intra-group support for their
political survival. As Gagnon puts it,

by constructing individual interest in terms of the threat to the group, endangered
elites can fend off domestic challengers who seek to mobilize the population against
the status quo, and can better position themselves to deal with future challenges
(Gagnon 1995, p. 132).
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Elite manipulation theories cast ethnic conflict largely as an elite enterprise. The active mo-
bilization by belligerent leaders seems to be sufficient to engage a group in conflict. However,
it is difficult to disentangle the causal impact of leaders from the group grievances they choose
to mobilize around.

Ethno-nationalism

At the root of ethno-nationalist conflict is the nationalist sentiment of ethnic groups. In the
words of Ernest Gellner, “nationalism is a political principle, which holds that the political and
the national unit should be congruent” (Gellner 1983, p. 1). Ethnic conflict arises out of this
principle if an ethnic group that is presently part of a state develops claims to be a “nation”
and demands independent statehood. To be sure, not all ethnic groups are nations. As we have
seen above, the definition of an ethnic group does not include a political dimension (Cederman
2002b). However, once an ethnic group becomes a nation, ethnic boundaries become political
boundaries, and conflict results from the attempt to match them.

According to this perspective, nationalist sentiment is the root cause of conflict. However,
why does nationalist sentiment emerge in the first place? The literature on nationalism gives dif-
ferent answers to this question. Gellner (1983) attributes the rise of nationalism to the increased
importance of vertical cultural integration in industrialized societies. Pre-modern societies con-
sisted of insular peasant communities ruled by an upper stratum of aristocratic and cleric elites.
In the age of industrialization, however, the dependence of the upper and lower classes on each
other makes a vertical integration of the classes necessary. This was provided by a cultural
integration under the umbrella of nations, homogenizing them internally and setting them apart
from others. Anderson (1991) highlights the impact of state schooling and a common language
in creating a national community. Only when people speak the same language does it become
possible to imagine a community of common descent.

Nationalist ambitions by ethnic groups can take a variety of forms, and limited space pre-
vents me from discussing them in detail. Probably the most common form is peripheral nation-
alism, where an ethnic group that is part of another state attempts to secede in order to create its
own state (Hechter 2000a). However, in many cases these secession attempts can be spurred if
the ethnic group has a kin group living nearby, and tries to unite with this group in a new state.
This is what Hechter calls unification nationalism. In contrast, if the kin group dominates a
nearby state and the aim of a seceding group is to join this already existing state, we talk about
irredentist nationalism (Hechter 2000a; Weiner 1971).
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2.2.3 Ethnicity in the Recent Civil War Literature

The recent years have seen a surge of interest in the study of civil war. Mostly conducted by
political economists, much research focuses on the question of whether economic conditions
or group motivations are better explanations for the onset of conflict. Essentially, this literature
challenges the existing theoretical explanations as described above – not by simply proposing
an alternative approach that links ethnic groups and conflict, but by questioning the relevance
of ethnic boundaries altogether. Rather than ethnic “grievances”, these authors postulate that
the causes of civil war are rooted in individual “greed” for material gains.

The recent literature has identified various links between poverty and civil war. In the fol-
lowing, I focus only on two contributions from this literature, as they are the most influential
ones. The first causal explanation was proposed by Collier and Hoeffler (2004) in their paper
“Greed and Grievance in Civil War”, a title that summarizes the clash of different theoretical
schools. According to Collier and Hoeffler, people fight in order to improve their economic
position. In countries with low income and a poor educational system, there are few prospects
of earning an ordinary living. Rebellion thus becomes an attractive alternative, a way to make
profit where all else fails. The second mechanism linking economic performance and civil war
stems from Fearon and Laitin (2003), who attribute the outbreak of civil war in poor countries
to a weak state. Poor states, they argue, have fewer capabilities of repressing rebellion and thus
have a higher conflict risk. Both theoretical links obviously do not require collective grievances
at the level of ethnic groups as a necessary condition for conflict, unlike the other approaches
outlined above. Collier and Hoeffler’s opportunity-cost argument applies to any citizen of a
poor state. For poor people, rebellion is a feasible source of income, so any poor person can
choose that option regardless of their ethnicity. A strong state, as in Fearon and Laitin’s ex-
planation, would suppress any public unrest – not necessarily at the group level – that would
otherwise result in conflict.

The proposed causal links are tested in large-N empirical studies at the country level, using
aggregate indicators of ethnicity – mostly the index of ethno-linguistic fractionalization (ELF),
which gives the probability that two randomly selected individuals will be from different eth-
nic groups. Empirical findings support the proposed causal links: Economic performance is
strongly and consistently related to civil war risk. Most importantly, however, economic perfor-
mance trumps the ethnic indicators, for which no such relationship was discovered. This led to
the conclusion that ethnicity is irrelevant as an explanation for civil war, once material factors
have been controlled for. However, we need to keep in mind that this conclusion is based on a
single aggregate indicator of ethnicity, ELF. What if ethnic diversity as measured by ELF does
not capture the true processes linking ethnic groups to conflict? The critiques by Cederman and
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Girardin (2007) and Buhaug, Cederman and Rød (2008) show that a different operationaliza-
tion of ethnicity does in fact reveal a significant impact of ethnicity on conflict, contrary to the
conclusions of the political economy literature on conflict.

2.2.4 Summary: Existing Approaches and Open Questions

In summary, we can distinguish between two broad bodies of literature. Before the end of the
Cold War a rich literature on ethnicity and conflict emerged, emphasizing different motives
groups might have to resort to arms: Scholars of nationalism attribute ethnic conflict to the rise
of a national awareness and the resulting claims for statehood. Ancient hatred theories assume
an innate enmity between groups as the cause of violence. Groups can fight because they fear
for their security, as the result of mobilization by belligerent leaders, or because they feel disad-
vantaged in comparison with other groups. Whereas this literature is strong on the motivation
of groups for conflict, it does not answer the question of how this collective motivation develops
into violent conflict. The above definition of ethnic civil war should have made clear that we are
not talking about minor instances of spontaneous violence. Instead, we see enduring episodes of
large-scale violence, which, by definition, require the involvement of a large number of people.

Whereas the earlier literature focused almost exclusively on ethnic grievances as motivation
for conflict, the more recent body of literature written after the end of the Cold War favors
opportunities as explanation. If rebel recruitment is facilitated by a poor economy, or if state
repression is weak, violent conflict will arise. According to this perspective, motivations for
conflict can be presupposed and do not deserve further scrutiny – instead, opportunities drive
civil wars. Similar to the motivational literature, however, the recent literature can also be
criticized for its lack of focus on causal mechanisms. By exclusively relying on country-level
indicators, these studies cannot give us much indication as to how large groups mobilize for
violence. Sambanis (2004a) summarizes this shortcoming as the result of an over-aggregated
research design, with a focus on factors rather than actors.

In order to remedy the shortcomings of the literature, recent work has often taken a disag-
gregated level of study, trying to study civil war and the state it occurs in at a finer level of detail.
This dissertation is part of this research tradition. The next section describes the disaggregation
approach in more detail.

2.3 Disaggregated Studies of Civil War

Generally speaking, disaggregation is the attempt to theorize, measure and test at a more pre-
cise resolution by breaking up the composite object(s) of study into their constituent parts, and
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analyze how these parts work together in order to create the outcome at the aggregate level.
This definition suggests that for “disaggregation” to be possible, there must be an aggregated
concept, something whose smaller pieces can be examined. Most – but not all – studies in the
disaggregation tradition take country-level aggregations as their reference point and disaggre-
gate them to the sub-national level. The main motivation behind disaggregation is to get closer
to the micro-level processes that drive civil war. Simply observing macro-level relationships
such as the correlation between economic performance and civil war leaves us unsure as to how
macro-conditions bring about the macro-phenomenon of conflict. For a good explanation, we
must examine micro-mechanisms, i.e. how these macro-conditions affect the interactions of
individuals, and how these in turn create the conflict outcome (Hedström and Swedberg 1998;
Coleman 1990).

Scholars studying mechanisms usually advocate qualitative approaches such as process-
tracing as their empirical method of choice (Checkel 2008; George and Bennett 2004). In a
process-tracing analysis, the hypothesized process is carefully scrutinized by examining the in-
teractions between the intermediate causal agents involved. For example, group mobilization for
conflict could be studied on a past case of ethnic conflict, carefully tracing how unrest spreads
through the population, eventually reaching the level of full-fledged war. Process-tracing re-
quires a detailed case analysis of the actors and events that are causally prior to the phenomenon
in question. Typically, only a few cases can be examined at such a high level of detail. More-
over, in process-tracing case studies it is difficult to establish causality: Would the outcome be
the same if some event A had not occurred, or if some actor B had reacted differently? The
advantage of process-tracing is that the analysis is tightly linked to the causal agents and their
actions. However, this advantage exists at the expense of generality. For example, case studies
on the civil war in El Salvador (Wood 2003) or Greece (Kalyvas 2006) cannot tell us whether
the proposed relationships can be generalized to other cases beyond those studied.

What I refer to as the disaggregated research tradition differs from a purely qualitative case
study approach. Disaggregated studies still use a large-N design, by employing much higher
resolution data. Different strategies exist for disaggregation. One possible categorization distin-
guishes between conceptual, spatial and temporal disaggregation. Conceptual disaggregation
is a theoretical refinement of an existing argument by examining the constituting parts of a theo-
retical concept. For example, Goemans, Gleditsch and Chiozza (2009) study the different ways
political leaders enter and leave office, and how this effects regime stability. Cederman and
Girardin (2007) propose an alternative conception of ethnic conflict by distinguishing between
politically included and excluded groups, rather than explaining conflict as the result of ethnic
heterogeneity at the country level (Fearon and Laitin 2003). Spatially disaggregated studies
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consider the geographic variation in a particular variable of interest. A prominent example is
the study by Buhaug and Gates (2002) on the spatial extent of conflict within a country. Further
work has pushed spatial disaggregation to even finer levels of resolution, for example by study-
ing the spatial correlates of African civil wars at a 100x100 km resolution (Buhaug and Rød
2006). Finally, temporal disaggregation singles out the particular events of a conflict, rather
than observing conflict at the country-year level. For example, Weidmann and Ward (2008)
examine the dynamics of conflict at a monthly resolution.

An alternative categorization of disaggregated research distinguishes between the disaggre-
gation of the actors involved in a conflict, the context that shapes their interactions, and conflict

as the dependent variable. The disaggregation of actors has been achieved by e.g. looking at
the internal organization of a rebel group instead of treating it as a unitary actor (Gates 2002).
Many studies do what I label context disaggregation: For example, Hegre and Raleigh (2006)
test the impact of population on conflict by employing population estimates at a high spatial
resolution. The same study also disaggregates conflict spatially: Using data from the ACLED
dataset (Raleigh and Hegre 2005), the dependent variable in the study is the occurrence of
conflict events rather than civil conflict.

Disaggregation does not solve all the shortcomings of the current quantitative literature
on conflict. First, since technological advances in data collection and processing allow for
an almost unlimited refinement in the level of analysis, researchers run the risk of “over-
disaggregation”. A higher empirical resolution will not necessarily enable us to better capture
the mechanisms we are interested in. Rather, civil wars are driven by different mechanisms,
each of which operate at a different level of analysis (Weidmann 2009). A second criticism
regarding disaggregation is the absence of actors. Despite the promise of getting closer to the
mechanisms, many studies still produce correlations of factors, although at a much finer level.
In order to further our understanding, however, we need to explain how the actions of indi-
viduals generate the observable conflict outcome. Taking these two caveats seriously, the next
section shows how the study of group settlement patterns can bring us closer to the processes
of intra-group mobilization and the organization of violence.

2.4 Groups, Geography and Conflict Mechanisms

Over the past decades, the social sciences have started to take geographic space more seriously.
Whereas before, space used to be outside the scope of the analysis, the “spatial turn” brought
with it an increased awareness of the importance of geography for social behavior. This per-
spective is for example expressed in the works of the sociologist Anthony Giddens who argues
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that human behavior is always embedded in a spatial and temporal context, and as a result, also
structured by this context. At the same time, however, this behavior produces and reproduces
this context (Giddens 1984).

The role of space in the social sciences can broadly be distinguished along two perspectives:
First, the physical properties of space as determinants of social behavior, and second, space as
providing the interaction opportunities for social agents. An example of the former perspec-
tive is André Siegfried’s explanation for regional variation in French voting patterns (Siegfried
1975).2 Siegfried claims that the geology of a particular region determines the voting pattern
(on a left-right dimension). He draws a link from the soil type to land use, which again has
an impact on property relations in a region and thus on voting behavior. Similarly, in the field
of civil war research, some scholars posit a relationship between certain physical properties of
geography and conflict. For example, Lujala, Gleditsch and Gilmore (2005) propose a link be-
tween the occurrence of diamonds as a lootable resource and the likelihood that a region will be
affected by violence.

The second perspective sees geography as a topology that determines the interaction op-
portunities of social agents. In other words, in a space where actors are assigned to particular
locations, the space determines to a certain degree who can interact with whom. Here, space
does not have an immediate causal effect on the outcome of a particular social interaction, but
defines the set of interactions that effectively occur. We can broadly distinguish between inter-
actions at different geographic levels. At the macro-level, the geography of the international
system determines the interaction of states. Below the state, at the meso-level, regional groups
and organizations constitute the first layer of subnational entities. These groups in turn consist
of individuals with their particular geographic location at the micro-level.

This dissertation follows the second perspective and studies how geographic interaction op-
portunity is linked to conflict. This is not a new theme in conflict research more generally.
In the study of international conflict, it has been shown that the number of interstate conflicts
increases with geographic proximity between the opponents (Richardson 1961; Wesley 1962).
According to this interaction perspective (Hensel 2000), states interact more with their close
neighbors, which in turn increases the likelihood of violent dispute. However, here I assume a
much more narrow focus. I examine interaction opportunity at the micro- and meso-level and
how it affects the risk of ethnic conflict. Micro-level interactions between group members will
be examined in detail in Chapters 4 and 5. Here, the group settlement pattern is assumed to
determine the interaction opportunities of group members for conflict mobilization – in other
words, geography can make a group more prone to conflict by facilitating intra-group mobiliza-

2Thanks to Heiri Leuthold for alerting me to this example.
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tion. Chapter 6 focuses on the meso-level. I study the interaction opportunities between groups
defined by their settlement patterns, and how this affects the location of violence. The following
two sections present the theoretical background for geography as a determinant of interaction
opportunity, both at the micro- and meso-level.

2.4.1 Micro-level: Interaction Opportunities within Groups and the Risk
of Conflict

The relationship between group territory and conflict has long been mentioned by scholars, but
it was not until recently that it began to receive more systematic coverage. Early accounts in-
clude Bates (1974) who holds that the proximity of group territory to the developed centers of a
country strengthens the influence of modernization and might therefore give rise to an ethnically
stratified society with a high potential for conflict. However, Bates’s argument applies to the
relative locations of the different group territories to each other. The territory itself, according
to Bates, is always geographically concentrated: “There is no denying that the members of an
ethnic group tend to cluster in space” (Bates 1974, p. 464). Here, territorial concentration is the
degree to which an ethnic group lives clustered together in a country. A perfectly concentrated
group occupies a single, contiguous region, whereas a dispersed group lives in smaller settle-
ment patches distributed across the country. The study of group concentration received more
attention with the creation of Gurr’s Minorities at Risk dataset (Gurr 1993). The purpose of the
MAR dataset was to inductively learn more about the various driving forces behind minority
conflict around the world. Gurr distinguishes between two major types of groups – national

and minority peoples, the former being “regionally concentrated”. However, Gurr does not go
beyond a descriptive assessment of group concentration and conflict. A more systematic assess-
ment is performed by Toft (2002, 2003). According to Toft, one of the reasons why concentrated
groups face a higher conflict risk is that group concentration facilitates collective action and is
thus related to a higher conflict propensity. This corresponds to the accounts of other authors
who have argued in along similar lines (Lichbach 1995; Hardin 1995).

Even though the effect of geographic concentration on social interaction has been mentioned
in the literature, little attention has been given to its detailed specification and testing. How ex-
actly does geography affect group mobilization for collective action? In order to answer this
question, I draw on existing work on social movements. Research on social movements has
generated a large body of literature on mobilization mechanisms of groups; however, to date
this literature has not had much intersection with the classic literature on ethnic conflict intro-
duced above. Clearly, the focus of the social movements literature is on the practical aspects of
collective unrest – how does a large number of people that share a certain grievance get together
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and take action? In focusing on motivations for ethnic conflict, the existing literature has largely
omitted this question, which is why a closer look into social movements research might prove
helpful.

In short, my argument is as follows: Group settlement patterns determine the interaction
opportunities of individuals. If close and frequent interaction is possible, mobilization can
easily spread through the group population such that collective action becomes likely. This
argument rests on two assumptions. First, individual behavior has a strong social component.
In other words, the decision an individual makes is strongly influenced by her peers. In the
case of ethnic conflict, this means that the decision whether to participate in collective action
is strongly dependent on the influence of the ethnic kin. Second, I assume that the influence of
ethnic peers is contingent on spatial proximity, such that more proximate individuals will have
a higher impact on each other’s actions. I will now discuss these assumptions in turn.

Individual Behavior is Socially Influenced

The credo of the structuralist approach in the social sciences is that the behavior of individuals
cannot be studied in isolation, as it depends crucially on the social network – the structure – the
individual is embedded in. As Zuckerman puts it: “When persons make decisions, they take
into account the cues, knowledge, values, and expectations of their spouse, parents, children,
friends, work-mates, and others around them – those who matter in their lives” (2005, p. 1).
This idea is not new. In fact, it can be traced back to the work of the sociologist Lazarsfeld
and his collaborators in the 1950s (Lazarsfeld 1968). Social peer influence affects all sorts of
decisions, but most importantly for our purpose, it affects whether an individual participates in a
social movement (Pinard 1968; Tilly 1978). How exactly do interpersonal links affect individual
decisions? Diani (2003, p. 8) identifies three types of influences: interpersonal links as a source
of (i) socialization, (ii) information, and (iii) social pressure. The following paragraphs discuss
these types of social influence.

Socialization Shared goals and values is a necessary condition for collective action to arise.
Only if the group members are aware of their shared grievances and motives is it possible for
collective action to be taken to attain a common goal. Social interaction is the process by
which these shared feelings are developed among a population. Hardin mentions the example
of Marx’s theory of revolution

which requires the development of a class consciousness before there can be class-
oriented action. Workers in a factory share so much time together that they begin to
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understand their common fate much better, not least because each can benefit from
the insights of all (Hardin 1995, p. 55).

In the case of ethnic groups, does social interaction matter for the emergence and salience of
ethnic boundaries? Certainly not, if we subscribe to an essentialist perspective on ethnic groups.
However, using the insights from constructivist theory I have presented above, it is clear that
social interaction between group members is a requirement for the ethnic group to be internally
recognized as such. Only if group members have developed a shared feeling of belonging by
mutual interaction will ethnic boundaries become internally salient. Moreover, in the case of
ethnic groups, the institutional level will add to the socialization effect. In many cases, ethnic
groups enjoy a certain degree of regional autonomy. This entails some material benefits for the
group, such as tax revenue (Hechter and Okamoto 2001), but also allows the group to retain
a certain degree of distinctiveness. In these settings, the socialization of group members to a
common group identity is likely to be strong. Above, I have mentioned Anderson’s (1991) the-
ory of the emergence of nationalism, which rests on the assumption that a feeling of belonging
develops when there is a common language and state schooling. This effect is likely to be strong
in the case of ethnic groups, since the control of the regional education system is often held by
the group.

Information Interpersonal networks provide the basis for the flow of information between
group members. This information can be about current and planned activities, or simply the
current level of participation in collective action. The idea that individuals base their participa-
tion decision on the current strength of a movement is central to Granovetter’s threshold model
of collective action (Granovetter 1978). According to this model, an individual requires a cer-
tain number of participants (thus threshold model) before they themselves join in. This is so
because the current level of participation allows the individual to assess the potential benefits of
joining: If current participation is low, the risk of being arrested is high, and the overall likeli-
hood of success is low. On the other hand, if participation is high, collective action is likely to
succeed, so individuals will be more willing to join.

The assumption that the current level of support for a particular collective cause influences
individual decisions is part of various explanations for collective action. Just to name one
other example, Kuran (1989, 1991) models the decision to join a rebellion as a result of two
considerations: first, the utility an individual derives from acting according to her personal
beliefs, and second, the reputational utility from being known as a supporter. Reputational
utility is again dependent on the current level of participation. If many people join, it becomes
increasingly difficult not to join as well. The current level of support for a movement, however,
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is often not revealed publicly. Rather, an individual will most likely obtain this information
from friends and colleagues. This is why in the context of mobilization for collective action,
the spread of information along immediate social contacts is crucial in influencing people’s
participation.

Social Pressure Besides the socialization and information aspects of peer influence, peers
can simply exert social pressure to make people participate. In its weakest form, social pressure
amounts to encouraging prospective members (Diani 2003). However, social pressure can also
take the form of physical coercion with the goal of forcing people to join. We must not forget
that collective action up to the level of large-scale physical violence might bring significant
risks (e.g. of being arrested or even killed). Collective action theory tells us that under these
circumstances, it is a better option for an individual not to join and to let others do the work,
while still enjoying the benefits of the collective effort (Olson 1965). Therefore, groups monitor
participation carefully and administer punishments in the case of non-participation. This peer
pressure is important and has been found to have a much higher impact than external incentives
(Moore 1995; Fearon and Laitin 1996). In other words, in addition to the benefits that can be
achieved by the collective action of a group, there are also potential costs of non-participation
to be taken into account, which stem from the social influence of peers.

Spatial Proximity Increases Influence

In the previous section, I have argued that the decision for participation in collective action
depends crucially on the influence of peers. The purpose of this section is to link geography to
peer influence – essentially, I argue that more proximate peers have a higher degree of influence.
This is, in a sense, the First Law of Geography – that “everything is related to everything else,
but near things are more related than distant things” (Tobler 1970, p. 236) – applied to the social
context.3 Again, I examine the spatial dimension of peer influence under the three categories
introduced previously: socialization, information and social pressure.

The idea that lies at the core of this relationship is that even though modern communications
technology seems to overcome the limitations that geographic distance imposes on interpersonal
contacts, most social networks correlate highly with spatial proximity. In other words, people
are most likely to have strong social ties to other people with whom they can regularly interact
on a personal level, because they are spatially proximate (Larsen, Urry and Axhausen 2006).
Thus, spatial proximity increases social influence by facilitating interaction.

3See Miller (2004) for a discussion of Tobler’s first law in the context of human geography.
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Socialization The effect of spatial proximity on peer influence has been studied in social psy-
chology. Latané’s Theory of Social Impact (Latané 1981; Nowak, Szamrej and Latané 1990)
isolates three dimensions that affect the impact of the group on an individual’s beliefs and at-
titudes: (i) the strength of the group, i.e. the importance the group has for the individual; (ii)
the size of the group, with the assumption that a larger group will typically exert a higher influ-
ence; and (iii) the immediacy of the group, i.e.its proximity in space and time. The immediacy
dimension entails that people that are closer in space are more likely to have an impact on each
other’s beliefs and values.

The role of geographic proximity for the establishment of a shared group identity is also
present in the work of Hardin. Above, I quoted his example from Marx’s theory of class con-
flict, where he holds that frequent interactions between factory workers are a pre-condition for
the development of a class consciousness. The example continues by addressing the impact
of geographic location: “Peasants scattered across the countryside cannot spend enough time
together to gain a comparable sense of class identity” (Hardin 1995, p. 55). Lichbach (1995, p.
158-159) makes a similar point. In studying the “rebel’s dilemma”, i.e. the difficulties for rebels
to gather a group for violent collective action, he mentions group concentration as one of the
factors facilitating this enterprise. Spatial concentration, according to Lichbach, contributes to
frequent interactions between dissidents, which brings about a “cognitive proximity” in terms
of shared grievances and goals.

Information Spatial concentration also improves the flow of information between group mem-
bers, which in turn facilitates group mobilization. Above, I have mentioned the importance of
information about the current level of participation in convincing others to join. Essentially,
prospective members of a social movement need signals or cues that indicate they will not be
fighting alone. On the one hand, overt signals can be prevented by the authorities, so group
members must rely on informal channels to disseminate these cues. Concentration helps to
solve the coordination problem of collective action, as group members can interact more closely
to send these signals (Lichbach 1995; Hardin 1995). Furthermore, the emergence of visible ac-
tion can serve as a signal that the movement is growing, which will again lead to increased
rates of participation (see e.g. Lohmann 1993). This signal can also have a spatial effect in that
it is perceived more strongly in geographically close locations. In fact, episodes of growing
civil unrest have been labeled “forest fires” to underscore the spatial pattern of diffusion. For
example, Biggs (2005) finds empirical evidence consistent with a spatial diffusion model of of
strikes in Paris and Chicago. This spatial pattern also seems to exist for the diffusion of protests
in the American South in the 1960s (Andrews 2006).
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Social Pressure Spatial proximity between group members contributes to mobilization be-
cause social pressure for participation is likely to be higher between close individuals. This is
due to two factors: First, immediate contact between individuals makes it easier to detect non-
participation. In order to make collective action feasible, deviation from the norm of collective
action needs to be identified and punished. This is much more effective under close social in-
teraction in the dissident community. Lichbach (1995, p. 214) highlights the importance of
mutual monitoring between group members as a way to detect compliance. Second, once iden-
tified, spatial proximity makes it possible to administer punishment to those who have defected.
Lichbach (1995, p. 242) mentions three principal techniques of punishing non-contributors.
First, the names of non-contributors are published to provoke feelings of shame, second, group
members are ostracized by the movement. The most powerful technique, however, is the appli-
cation of violence against defectors in order to coerce participation, but also to deter defection
by others.

Summary: Settlement Patterns and Conflict Mobilization

In the previous section, I made an attempt to anchor the relationship between group concen-
tration and conflict in the social movements literature. I argued that the decision of whether
to participate in an ethnic uprising is strongly influenced by peers. If the group geography fa-
vors a close interaction between group members, group mobilization is feasible. On the other
hand, if geography largely isolates individuals, the emergence of collective action on behalf of
the group is unlikely. This logic is based on the geographic opportunities for successful group
mobilization, and leaves out the motivation for fighting as emphasized by much of the literature
on ethnic conflict introduced above. In an empirical test of this argument in Chapters 4 and
5, it will therefore be necessary to establish group motivation and test the impact of settlement
patterns on a set of groups that would have a reason to fight.

2.4.2 Meso-level: Interaction Opportunities between Groups and the Lo-
cation of Violence

Whereas the previous section examined the relationship between settlement patterns and conflict
under an intra-group mobilization perspective, I now turn to settlement patterns as a determinant
of conflict between groups. This perspective differs from the previous one with regard to two
aspects. First, unlike in the previous part where my unit of analysis was a single group, here
I focus on settlement patterns and conflict in a dyadic setting, i.e. how group geographies in

relation to each other affect conflict. Second, the emphasis of this section is on the location
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of violence rather than the occurrence of conflict in general. I argue that settlement patterns
create strategic incentives for groups to apply violence at particular locations. In other words,
settlement patterns do not provide an explanation of whether conflict starts in the first place, but
rather where violence is applied once an ethnic conflict has started.

Dyadic Group Geography and Conflict

The argument that geography influences conflict by determining interaction opportunities be-
tween actors can be found in different variations in the literature. As mentioned above, studies
on international conflict reveal that there is more conflict between close states (Hensel 2000).
Rather than focusing on state actors, Huntington (1993, 1996) uses the interaction theory to ex-
plain what we calls conflict between “civilizations”. Huntington divides the world into eight civ-
ilizations: the “Western, Confucian, Japanese, Islamic, Hindu, Slavic-Orthodox, Latin Ameri-
can and possibly African civilization[s]” (Huntington 1993, p. 25). He hypothesizes that the
conflicts of the future will occur between groups and nations that belong to different civiliza-
tions. On a geographic dimension, the fault lines between the clusters of civilizations will be
where we see violent conflict erupting. For example, according to Huntington the wars in former
Yugoslavia occurred where they did because the region is located at the fault lines between the
Orthodox, Muslim and Western civilizations. However, Huntington’s thesis is not supported by
empirical evidence, as different analyses have shown (Fox 2002; Gartzke and Gleditsch 2006).

Security dilemma explanations of ethnic conflict also emphasize the role of dyadic group
geography, i.e. of group settlement patterns in relation to each other. Posen (1993a,b) argues
that the geographic distribution of groups can create situations in which one group feels threat-
ened by another group, and thus preemptive conflict ensues. These situations arise if one group
has a geographic advantage over the other. This can happen, for example, if a group A has “is-
lands” of its kin scattered across the territory of another group, B. These islands consist of small
populations of A with a low infrastructure and would thus be easy to conquer by B. As a result
of this perceived threat by B, A is likely to take military action to defend its ethnic islands. In
summary, groups that settle in single, contiguous clusters are less likely to engage in conflict,
since the mutual dependency created by island population patterns does not exist. Fearon (1998)
makes a similar claim. In his formulation of ethnic conflict as a commitment problem which I
introduced above, he predicts that secessionist claims by a minority will not result in conflict if
the minority occupies a contiguous piece of land such that territorial separation is feasible.

In general, the impact of intermingled settlement patterns on conflict can go both ways.
As Posen and Fearon suggest, clear territorial boundaries with a low degree of ethnic mixing
are conducive to peace. This is in line with Kaufmann’s suggestion of territorial separation
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as a solution to end ethnic violence (Kaufmann 1996), who claims that in a state of hardened
ethnic boundaries and continuing hostilities between groups, the only way to end violence is to
spatially separate groups. Quite the contrary, intermingled settlement patterns have also been
mentioned as supportive for peace. Here, the reasoning is that if groups live together at the local
level, this leads to frequent social interaction between groups and thus reduces tensions.

However, even though existing explanations have a lot to say about how interconnected
group geographies affect the risk of conflict, none of these approaches can tell us where group
conflict is likely to occur. Under a security dilemma perspective, are the small territorial islands
more susceptible to violence? The location of inter-ethnic violence has not received much
attention in the literature. Below, I introduce the foundations for a theory on the location of
ethnic violence, to be explained in detail in Chapter 6.

Groups, Territory and Boundaries

Numerous authors have highlighted the importance of territory for groups. In Smith’s definition
of an ethnic group, the attachment to a given piece of land is a crucial part of the group’s identity
(Smith 1986). The feeling of belonging that unites members of an ethnic group not only rests
on a common origin, shared language and/or religion, but also has a spatial component: An
ethnic group defines itself as the people that belongs to a particular region. This assumption is
central to Toft’s “Theory of Indivisible Territory”, in which she assumes that the perception of a
territory as “homeland” leads the group to demand complete control over it (Toft 2002, 2003).4

Where does the group territory begin, and where does it end? Existing accounts of ethnic
territory, such as Posen or Toft, have a tendency to take the extent of a group territory as given.
In some cases, this is a valid assumption since the spatial boundaries of a group territory often
correspond to existing internal administrative boundaries. For example, the territory of Wales –
even though it is now part of the United Kingdom – can still be recognized since it constitutes
one of the first-level administrative units within the UK. However, not all ethnic territories are
well-defined. Consider the example of the former Yugoslav Republic of Bosnia, where Croats,
Serbs and Bosniaks lived in highly intermingled settlement patterns.

Under normal circumstances, the precise boundaries of group territories are of little im-
portance. However, during the break-up of multi-ethnic states, group boundaries can become
subject to intense negotiation and even fighting between ethnic groups. This condition has been
described by Posen (1993a) as the ethnic security dilemma under a temporary state of anarchy
between groups. During the break-up, groups face the prospect of creating new state entities

4However, see Goddard (2006) who argues that territorial indivisibility is not a constant, but depends on how
actors legitimize their claims.
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from what used to be a common state, and the natural question is what these new units will be.
I assume that during this process, conflicting claims of particular groups to certain locations
drive the application of violence: If there is only one group demanding control over a particular
piece of land, it can be added to the group’s territory without resorting to violence. On the other
hand, if two or more groups claim ownership of a location, under the state of a temporal anarchy
there is no central authority that can resolve this conflict peacefully. Instead, groups will try to
assume control by military means.

Which locations are of particular importance to groups? There are two considerations we
must take into account. First, ideally the entire group population should be included in the state
to be created. In other words, the internal boundaries along which the former union state is
split should be drawn such that the new states include all members of the respective groups.
Second, each state must have a feasible territorial configuration. As a requirement, the state’s
territory should be contiguous. It is obvious that a state with territorially isolated enclaves
will face enormous difficulties in defending them (Posen 1993a; Kaufmann 1996). Also, a
contiguous territory assures economic benefits because of uninterrupted communication and
transportation routes (Melander 2007). I assume that these two considerations together create
strategic incentives for groups to fight for locations that have a high proportion of their kin, but
at the same time can easily be added to the larger new state.

Summary: Territorial Configurations and Strategic Ambitions

Settlement patterns of ethnic groups create interaction opportunities between groups, which de-
termine the location of ethnic violence. I have argued that during the break-up of a multi-ethnic
state, groups fight with the prospect of creating new state entities from their group territories. If
group territories are clearly demarcated, secession will be feasible. However, if groups live in
intermingled settlement patterns, the geographic shape of the state entities is subject to violent
negotiation by groups. In this section, I have laid out the foundations for a theory that explains
where this violence is applied. Essentially, I assume that groups follow two considerations: fu-
ture state entities should ideally include all of a group’s kin, but should also form a contiguous
territory in order to make the state feasible to maintain and defend. These strategic considera-
tions lead groups to regard certain locations as particularly important. Conflict over a location
arises if it is considered important for more than one group. Chapter 6 provides a disaggregated
empirical analysis of these propositions.
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2.5 Chapter Summary

In this chapter, I have outlined the theoretical foundations for the work presented in this disser-
tation. I started with a definition of ethnic civil war as an internal conflict between a government
and an ethnic group. I discussed the various difficulties associated with “ethnic groups” as an
analytical category, distinguishing between essentialist conceptions of ethnicity that see ethnic
boundaries as constant and exogenously given, and constructivist approaches, which emphasize
the social construction of group boundaries and their fluidity. The theoretical approaches in the
literature that explain ethnic conflict can be categorized into two types: a symmetric perspec-
tive of conflict between groups of equal status, not necessarily in the context of a state; and an
asymmetric perspective of a minority group discriminated against by the state.

Geographic settlement patterns influence ethnic conflict at two levels. At the micro-level, I
take a monadic perspective and assume that the spatial distribution of a group provides interac-
tion opportunities for group members. Social interaction between group members is conducive
to conflict since it fosters the establishment of collective grievances, facilitates the flow of infor-
mation, and increases social pressure on individuals to participate. If group geography is such
that it facilitates interaction, a group should be easier to mobilize for collective action and thus
carries a higher risk of conflict. Settlement patterns also influence conflict at the meso-level by
providing interaction opportunities between groups. During the break-up of multi-ethnic states,
groups try to consolidate their territory by means of violence. Violence at a particular location
will result if two groups consider that location as important enough to be included in the new
state.



Chapter 3

Spatial Data on Ethnic Groups

ANALYZING group settlement patterns introduces a spatial dimension to the study of ethnic
conflict that sets it apart from much of the previous work on this phenomenon. Not sur-

prisingly, the processing of spatial data as required for this dissertation has traditionally been a
domain of the geographic sciences. It is therefore useful to look beyond disciplinary boundaries
and borrow some of the concepts and techniques geographers have developed. This chapter
gives a short introduction to the basic concepts of spatial data collection and processing using
Geographic Information Systems (GIS) procedures. I then present the two primary data sources
this dissertation builds on: First, the Geo-referencing of Ethnic Groups (GREG) dataset that
covers ethnic groups around the globe, but at a rather coarse level of aggregation, and second,
high-resolution settlement pattern data obtained from census data, available for a limited region
only.

3.1 Existing Data on Group Settlement Patterns

This chapter introduces two data sources for ethnic group settlement patterns, one of which was
created from scratch. Why bother developing a new dataset? The answer lies in the simpli-
fied data representation employed by other datasets that makes them unsuitable for studying
mechanisms of conflict. In the following, I will formulate three requirements the data for this
dissertation must satisfy in order to answer the research questions. I will show that existing
sources fail to meet these requirements, which is why I have resorted to other sources of infor-
mation.

The first core question of this dissertation studies how the settlement pattern of a particular
group affects its likelihood of being involved in conflict. In the previous chapter, I argued
that settlement patterns determine the interaction opportunities of group members. Successful
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group mobilization for conflict is more likely if the settlement pattern favors frequent and close
interaction between individuals. In particular, I argued that social interaction is more likely if
individuals are located close to each other. The proposed relationships will be spelled out in
more detail in the following two chapters. However, already at this point it is obvious that for
an empirical test of the proximity–interaction relationship, we require detailed information on
the location of group members relative to each other.

The second core question is how settlement patterns of groups relative to each other affect
the location of violence. Here, the focus is much more narrow than in the previous question:
instead of studying conflict involvement in general, I aim to explain the occurrence of violence
at the level of events. In particular, as I will outline in Chapter 6, I examine how the degree of
local ethnic mixing and the location of a particular unit relative to larger group territories affect
the propensity for violence. This entails a second data requirement: The resolution of the set-
tlement pattern data needs to be sufficiently fine-grained so that we can observe local variation
in the ethnic configuration that may potentially be related to the application of violence.

Last, the third core question takes a dynamic perspective and traces the relationship between
conflict and settlement patterns. Settlement patterns not only affect whether and where violence
is applied, but also vice versa: The spatial arrangement of ethnic group members is likely
to change as a result of conflict. Clearly, for a systematic study of this endogenous process,
we require spatial data on groups over time. In summary, for the analysis presented in this
dissertation, the data must show where group members are located relative to each other, what
the degree of local ethnic mixing is, and how ethnic settlement patterns change over time. Can
existing data sources satisfy these requirements?

One of the few (if not the only) systematic data collections that includes geographic vari-
ables of groups is the Minorities at Risk dataset (Minorities at Risk Project 2005; Gurr 1993).
MAR is a worldwide list of groups facing discrimination and includes several variables de-
scribing the groups’ settlement patterns.1 Most importantly, however, MAR codes the degree
of concentration of the group settlement pattern, distinguishing between four major types of
groups: those that are “widely dispersed”, “primarily urban”, “majority in one region”, and
“concentrated in one region”. If applicable, the dataset also contains the group’s population
shares in its regions or cities.

The rough coding in MAR makes it unsuitable for the project at hand. First, as I have
outlined above, in order to test spatial mechanisms of group mobilization as proposed in the
previous chapter (and later to be expanded in Chapters 4 and 5), detailed information on the

1Here, I refer to the “old” MAR group concentration variables used e.g. in Toft’s (2003) group settlement pattern
analysis. Even though the “new” concentration indicators are an improvement over the old ones, in principle they
suffer from the same shortcomings I describe here.
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location of group members is required. MAR captures the settlement pattern with a few numeric
indicators that do not allow inferences about the location of group members relative to each
other. By the same token, MAR fails to meet the second data requirement – the availability of
information on degrees of spatial mixing between groups. By construction, MAR codes at the
level of groups, so if the group shares a certain region with another group, we do not know which
groups it is. Third, whereas MAR codes group attributes over time in principle, the rough coding
of settlement patterns makes it impossible to trace geographic changes during conflict. These
changes would only become visible in the MAR data if they were so fundamental that there
was a shift from one MAR concentration category to another (e.g. from “regional majority” to
“concentrated”). However, much of the dynamics during conflict occurs at a finer level and thus
fails to show up in MAR.

More fundamentally, the MAR dataset suffers from a problem of selection bias (King, Keo-
hane and Verba 1994). The inclusion criterion for groups to MAR is that groups that suffer from
systematic discrimination vis-à-vis other groups, or collectively mobilize for political goals.
Obviously, this is problematic if we are to study the effect of certain group characteristics (such
as settlement patterns) on conflict, since MAR explicitly selects groups with a potential risk of
conflict. What is required is a more inclusive worldwide list of groups that allows us to compare
groups with respect to their settlement patterns, without limiting the scope to groups that expe-
rience discrimination. In summary, MAR would not be a suitable data source for this project,
which is why I resort to two other datasets, described below. Before turning to these datasets,
I briefly introduce a way of representing group geography which improves upon the limited
MAR procedure of coding settlement patterns with numerical indicators described above.

When creating a numeric indicator, we make a small part of reality operational for quanti-
tative analysis. In the example of group concentration mentioned above, what we are interested
in is whether a group is concentrated. However, concentration represents only a small aspect
of the spatial group distribution. Alternatively, we could measure whether the group territory
borders another group, or the degree of ethnic mixing in the group’s home region. All these vari-
ables, however, have in common that they represent particular aspects of the same underlying
dimension, the distribution of groups in a country.

The “non-spatial” coding scheme of representing concentration by a 0/1 indicator seems at
first intuitively plausible. However, at the same time it is very limited in scope. What if we need
an indicator that is not contained in the dataset? For example, we might be interested in the
distance between the population clusters of a group (as I demonstrate in Chapter 4), but there is
no such variable in the MAR dataset. For that reason, it is recommendable to resort to a different
approach to data collection than the coding at the indicator level described above. Rather than
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coding indicators of the settlement pattern, in a “spatial” coding scheme we represent the spatial
distribution of groups directly in an (electronic) ethnic map. Even though data collection and
representation will look slightly more complex, the advantage is that we can now compute many
different indicators directly on these maps. Beyond the benefits of a flexible use of the data, this
more advanced coding procedure also increases transparency as it makes explicit the geographic
information contained in the indicators. For example, suppose we wonder why, according to
the MAR dataset, a particular group X in country Y has a concentration value of 1. In order
to find out, we would have to search for a map that shows the settlements of X in Y. If we
code the ethnic map directly, this question can easily be answered since we have the geographic
information available at hand.

In summary, despite its higher complexity, the spatial coding scheme has many advantages
over simple indicators. Especially for this dissertation, which requires information about differ-
ent aspects of a group settlement pattern, it is the only way forward. This of course has major
implications since a geographic dataset of groups does not exist and will have to be created from
scratch. The remainder of this chapter describes the creation of this dataset. However, before
turning to the dataset itself, I briefly describe the GIS technology used for its creation.

3.2 Representing Group Geography in GIS

In recent years, Geographic Information Systems (GIS) have become increasingly popular be-
yond the boundaries of the geographic disciplines and have also been applied to social science
problems. GIS allow for the collection and processing of spatially-anchored data using a com-
puter and are therefore well-suited for the study of group settlement patterns. Although mostly
referred to as such, the term “GIS” does not just refer to the software used to process spatial
data. Rather, GIS is used more broadly and encompasses the data formats, algorithms and map
creation techniques required for the electronic processing of spatially referenced data. This
section gives a brief introduction to the representation of spatial data in a GIS.

3.2.1 GIS Data Models: Vector vs. Raster

GIS data come in two fundamentally different formats – vector and raster data. As the following
paragraphs explain, these two formats have different strengths and weaknesses, and therefore
complement each other well. For many GIS analyses, it is necessary to combine data from both
formats, so almost all of the standard GIS tools can process both of them.

GIS vector data are used for discrete spatial entities, e.g.cities, rivers, or countries. The
entities are represented in the GIS as points, lines, or polygons – whatever fits the respective
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geographic entity best. For example, villages are typically stored as single points, so-called
point features. Rivers can best be represented as line features, where each line consists of a
series of concatenated points. Lastly, for any kind of area as for example a lake or a country,
a polygon feature is used. A polygon is a series of concatenated points in which the first and
the last point are the same. Figure 3.1 shows a graphical illustration of the three vector feature
types.

City A

City B

City C

River

Lake

Figure 3.1: GIS vector data formats: Point features are typically used for cities and villages
(left), rivers and roads are represented by line features (center), and areas such as lakes are
stored as polygon features (right).

A GIS vector representation is the format of choice when dealing with clearly delimited,
separate geographic entities. However, what if we need to store information about a variable
that is spatially continuous, i.e. where a value exists for each and every point in space? For
example, it would be difficult to store territorial elevation data in a vector format, since there is
one elevation value for every location on earth. In a vector format, we would have to create a
large number of point features, each of which would have its own elevation value. However, the
second GIS data representation I introduce is better suited to dealing with this type of data. In a
GIS raster representation, the geographic space is divided into equal-sized, quadratic cells. For
each of these cells, the dataset contains a numeric value, as is the case for elevation, illustrated
in Figure 3.2.

All GIS data formats – vector and raster – require the specification of the geographic space
they operate on. In short, we need to define how geographic locations from the earth’s three-
dimensional surface correspond to locations in the two-dimensional map. In earlier times, these
geographic reference systems were normally defined for individual countries. However, in the
last decades a worldwide reference system was developed that makes it possible to use the same
system across national boundaries. This system – the World Geodetic System 1984 (WGS84)
– now constitutes the de-facto standard in GIS applications. Unless otherwise noted, the data I
use are WGS84-referenced, with geographic (latitude/longitude) coordinates.
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Figure 3.2: GIS raster data format: The geographic space is divided into equal-sized cells,
each with its own numeric value. The example shows how territorial elevation (shown by the
contours, left) can be represented as a raster (right, darker colors correspond to higher elevation
values).

3.2.2 Spatial and Non-spatial Information in a GIS

The datasets on ethnic settlement patterns presented below rely exclusively on the GIS vec-
tor format. Unlike GIS raster data, a vector dataset can contain both spatial information (the
features: cities, rivers, or lakes) and non-spatial information. The non-spatial information is
contained in a data table with a set of variables, similar to other tabular data formats used in
statistics. This table is called the attribute table. The lines in the attribute table are connected
to individual geographic features, i.e.spatial entities represented in the dataset such as cities,
rivers or lakes, so that each line in the attribute table corresponds to exactly one feature. These
features are stored with their precise coordinates in a given projection and coordinate system.
For example, a vector dataset could consist of a set of points representing cities, with the non-
spatial information about these cities (city name, population etc.) stored in the corresponding
records in the attribute table. Figure 3.3 shows an illustration.

3.3 The GREG Dataset2

The remaining sections of this chapter describe two GIS datasets of ethnic settlement patterns
used for the analysis presented in this dissertation. This section introduces the first of them,
the Geo-referencing of Ethnic Groups (GREG) dataset. As I outlined above, GREG is a spatial
dataset which uses a GIS data format to allow for sufficient flexibility in computing spatial

2This section is based on Weidmann, Nils B., Jan Ketil Rød, and Lars-Erik Cederman. 2008. “Representing
Ethnic Groups in Space: A New Dataset.” Under review.



3.3. THE GREG DATASET 41

ID Name Population

1 City A 250’000
2 City B 130’000
3 City C 372’000

GEOGRAPHIC FEATURES
ATTRIBUTE TABLE

Figure 3.3: Storage of non-spatial information in a GIS vector dataset: Each feature is associ-
ated with a line in the attribute table that contains supplementary information about the feature.

indicators. I start with a discussion of the data sources considered for GREG and then turn
to a description of the coding procedure and the dataset format. I close this section with a
description of the shortcomings of the dataset.

3.3.1 Data Source: The Atlas Narodov Mira

In the literature, ethnicity has typically entered analysis of conflict processes either as qualita-
tive, historical entities or as quantitative indices, such as the ethno-nationalist fractionalization
index (ELF, Fearon and Laitin 2003; Posner 2004). In neither case, however, has space played
a prominent role in the development of causal arguments. Historical and other qualitative ac-
counts of ethnic conflict occasionally provide maps that show the spatial distribution of groups,
but such information is hardly ever supplied for a larger sample of states (Horowitz 1985; Herbst
2000; Kocher and Kalyvas 2003). While the quantitative literature does offer some references to
group geography such as settlement concentration, this information is usually narrowed down
to a few variables (e.g. the Minorities at Risk Project, mentioned above). To my knowledge,
however, there are no data sources that systematically pinpoint the location of ethnic groups in a
large number of comparable cases. Thus, the exact location of the key actors in ethnic conflicts
is still obscure. This raises the question where such information could be drawn from. Several
candidates exist.

Linguists have developed detailed maps of language diffusion, for example Ethnologue

(Gordon 2005). However, this data resource is problematic because it is narrowly focused on
linguistic traits. Its linguistic charts are typically either too detailed to serve as a guide to ethnic
group delimitation or too sketchy as they often represent a linguistic groups with a point, thus
making delimitation or inference on spatial dissemination fuzzy. Moreover, Ethnologue does
not include spatial information for all countries, making it unsuitable for the development of a
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global dataset.

Another possibility is to infer the location of ethnic groups from census or survey data. Yet
such an approach is only viable where such data contains references to ethnicity, which is often
not the case. Furthermore, this approach hinges on the presence of a reasonably fine-grained
provincial structure. Where federal subunits are large, the needed degree of spatial disaggrega-
tion may never be attained. A few cases exist for which this approach is possible. For example,
the 1991 census for Bosnia provides detailed information about the ethnic composition of mu-
nicipalities (Petrovic 1992, see below). In most cases, however, providing spatially referenced
census data for a larger set of cases is not possible.

For the aforementioned reasons, I have chosen to rely on data and maps from the well-known
Atlas Narodov Mira (ANM, Bruk and Apenchenko 1964), which stems from a major project
that charted ethnic groups, undertaken by Soviet ethnographers in the 1960s. Their efforts
yielded the extensive but still un-translated ANM that covers the entire globe. The ANM has
several strengths: It is complete and carefully researched, it relies on a uniform group list that is
valid across state borders, and it provides high-quality maps. At the time of its publishing, the
ANM received excellent reviews (Hewes 1966). Among its advantages, Harris (1965) explicitly
mentions the inclusion of minority groups in states dominated by other groups, which makes it
particularly suitable for the study of ethnic conflict. Until now, the ANM has been widely used
in contemporary research, mainly as a basis for calculating the ELF index (Taylor and Hudson
1972).

3.3.2 Creating a GIS Dataset from the ANM

In this section, I describe the efforts to create a GIS dataset on ethnic groups on the basis of the
ANM. I start with a detailed introduction of the ANM data and then show how this information
was converted into GIS format. The ANM consists of 57 ethnographic maps, covering all
regions of the world at various scales. Each map shows the geographic distribution of the
relevant groups, indicated by colored areas. In addition to the color coding, the areas are marked
with numbers which refer to the respective group’s number in the legend. Most areas are coded
as pertaining to one group only, but in some cases there are up to three groups which share a
certain territory (although the latter case is quite rare, see below). This is indicated on the map
by a striped pattern. Figure 3.4 shows a part of the map covering former Yugoslavia. Note that
for each area there are one or two numbers indicating the respective group.

The ANM also provides information about groups without a clear territorial base. The
presence of these groups is indicated by symbols rather than areas. To give an example in the
above map, minor occurrences of group 4 (Croats, square symbol) can also be found in northeast
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Figure 3.4: Map of the former Yugoslavia from the Atlas Narodov Mira.

Slovenia. Sparsely populated areas can be distinguished from others by their grey raster and the
missing group color. However, for these regions group presence is still indicated by symbols
and numbers as explained above. Unpopulated regions are left white.

The source of the information contained in the ANM remains somewhat unclear. A short
text at the beginning of the volume list three different types of sources: (1) ethnographic and
geographic maps assembled by the Ethnography Institute of the USSR Academy of Sciences,
(2) population census data, and (3) ethnographic publications of government agencies. Still, it
remains unclear what kind of information was used for which maps. Since the type of source
determines the resolution at which we obtain ethnographic data, a comparison of data from
different sources might be problematic. This is an issue to which we will return later. Apart from
its map collection, the ANM features a statistical appendix which complements the geographic
information. The appendix contains two major lists. The first one presents the full set of groups
mentioned in the ANM along with their relative population sizes for each country, and the
second contains all countries together with their groups. It is the latter list that has served as a
basis for the computation of ELF scores in the literature (Taylor and Hudson 1972).

The aim of the GREG project is to make the ethnic maps usable for the spatial analysis
on ethnicity. To this end, the ethnic group regions marked in the ANM were converted into
a GIS dataset. Groups without a clearly defined territory (those marked with symbols on the
map) were not included. For the dataset creation, three steps were carried out. First, the maps
from the ANM were scanned to obtain an image file for each map. Second, these images were
then spatially referenced using a geographic information system (GIS). More precisely, using
easily identifiable geographic points such as cities, river bends or border junctions, each image
was aligned to the GIS’s coordinate system such that all points on the map matched their true
geographic coordinates. Once a satisfactory match had been obtained, the group areas were
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redrawn in the GIS, thus yielding one or more vector polygons for a group.
Since all the maps in the ANM are annotated in Russian, in a third step the group names in

the ANM were assigned by a native Russian speaker. Translations of the Russian group names
into English are already given in the ANM’s appendix, so this step consisted of matching group
polygons with the appropriate translation in the English group list. The final result of this
merging step and thus of the GREG project is a master list of ethnic groups, each with a unique
numeric identifier, and a set of polygons in ESRI’s shapefile format (ESRI 1998), with three
attributes: G1ID, G2ID and G3ID. These attributes store the identifier of the ethnic group(s)
represented by the given polygon. For polygons with only one ethnic group, only G1ID is used,
and the value of G2ID and G3ID is set to 0 (no group). Correspondingly, for polygons with
only two groups the G3ID attribute takes the value 0. Figure 3.5 shows the geo-coded groups
from Figure 3.4.
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Figure 3.5: The geo-coded group polygons from Figure 3.4. The numbers are unique identifiers
for the groups, with some polygons belonging to more than one group. Colors of polygons are
assigned by the first group (G1ID).

The full GREG dataset has global coverage and consists of 929 groups represented by 8,969
georeferenced polygons. In the ANM, there are 1,248 groups in total but as 319 of these do
not have any clearly defined territory, they are excluded from the GREG dataset. Of the 8,969
polygons, the vast majority (7,383) contains one group. 1,552 polygons contain two groups and
for only 34 polygons, there are three groups given in the dataset. The size of the polygons varies
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considerably: The smallest polygon occupies an area of 0.59 square kilometers, and the largest
polygon extends over 6,954,564 square kilometers.

3.3.3 Potential Problems of the ANM Data

Outdated

The data source for GREG is the Atlas Narodov Mira, whose data was collected in the early
1960s. For this reason, an obvious problem with the GREG data is that it might no longer
capture the present ethnic configuration. Still, ethnic settlement patterns exhibit a lot of inertia,
so that it is plausible to also use the GREG data as the basis for measuring ethnic geography
in recent times. Especially during conflicts, however, ethnic configurations might change sig-
nificantly, for example by conflict-induced population movements, the systematic expulsion of
people, or even ethnic cleansing. In order to capture these changes more accurately, one would
have to introduce a time dimension to GREG. This could be done by providing geographic data
for multiple periods during which the settlement pattern of a group remained roughly constant.
The Bosnia dataset introduced below follows this approach, but for a more limited geographic
region.

Group Categories Problematic

What is an ethnic group? Ethnic groups can be distinguished along linguistic or religious lines,
with or without a fixed territory, or according to their political relevance. Due to the coding con-
ventions of its data source, the GREG dataset distinguishes groups primarily according to their
language. This is an important caveat to keep in mind when using GREG. A short comparison
of GREG group categories with those employed in other datasets illustrates this point. The first
dataset I use for comparison is the list of relevant ethnic groups compiled by Fearon (2003).
Second, I compare the GREG list to one of the most widely used datasets on ethnic groups, the
MAR dataset introduced above (Minorities at Risk Project 2005; Gurr 1993).

The comparison of group lists is a difficult task because in many cases, group names are
not consistent and thus need to be matched manually. For that reason, I limit my efforts to four
countries: Belgium, Iraq, Georgia and Cambodia. Table 2 summarizes the comparison. Shaded
lines list the matching groups in the three datasets. Empty cells indicate that no match was
found in the respective dataset.

Belgium For Belgium, GREG and the Fearon dataset list the major groups of the country
(Flemings and Walloons). However, there is disagreement on what minority groups should
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Country GREG Fearon (2003) MAR

Belgium

Flemings Flemings

(none)
Germans
Walloons Walloons

Italians
Maroccans

Iraq

Assyrians
Circassians

Shi’ites Shi’ites
Iraq Arabs

Sunni-Arabs Sunnis
Kurds Kurds Kurds
Lur
Persians
Turkmens Turkomans

Georgia

Abkhaz Abkhazians Abkhazians
Armenians Armenians
Azerbaijanians Azeris
Bats
Estonians
Georgians Georgians
Greeks
Ingushes
Moldavians
Ossetes Ossetians (South) Ossetians (South)
Russians Russians Russians

Adzhars Adzhars

Cambodia

Boloven
Cham Chams Chams
Jarai
Khmers Khmers
Kui
Lao
Ma
Malays of Malaya
Muong and Brao
Siamese
Stieng
Vietnamese Vietnamese Vietnamese

Chinese

Table 3.1: Comparing the GREG, Fearon (2003) and MAR group lists for four countries.
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be included. GREG includes the small German-speaking population in eastern Belgium. It is
unclear why the Fearon dataset excludes this group, given that it fits most of his criteria for an
ethnic group (Fearon 2003, p. 201). On the other hand, Fearon includes Italians and Moroccans
who are most likely foreign workers in Belgium with limited political relevance. These groups,
however, do not have a territorial base in Belgium (and were probably not present at the time
the ANM was created), so they are not included in GREG. MAR does not list any groups for
Belgium, since none of the groups are seen as experiencing discrimination.

Iraq The ANM’s focus on linguistic boundaries poses problem for cases where alternative
group distinctions have become relevant. An example is Iraq, where divisions between differ-
ent Muslim denominations – Shi’ites and Sunnis – have dominated the country for a long time.
This distinction is made both in the Fearon dataset and in MAR. However, the GREG dataset
summarizes these groups under a single identity, “Iraq Arabs”, since both speak Arabic. Sunnis
and Shi’ites differ significantly in terms of their spatial distribution, with the Shi’ites dominat-
ing the south of the country, and the Sunnis mostly present in the north of Baghdad and in the
west. It would therefore be possible to pin down the relevant groups geographically, but one
would have to rely on alternative data sources. Again, MAR’s selection of minorities facing
discrimination means that governing ethnic groups are excluded from the dataset. GREG in-
cludes smaller groups that speak a different language, for example the Assyrians, Circassians,
and Persians. The Kurds are included in all three datasets. The Turkmens of Iraq, however, fail
to be listed in the MAR dataset.

Georgia As in the case of Belgium, GREG and the Fearon dataset agree with respect to the
most important groups in Georgia (Georgians, Azeris, Armenians, Russians, Abkhazians, and
Ossetians). However, the Fearon group list distinguishes the Adzhars (or Ajars) from the rest of
the Georgians because of their different religion (Islam), whereas the ANM does not make this
distinction. This might be due to the radical suppression of Islam during the Soviet era (Hughes
and Sasse 2002), where the ANM criteria for inclusion might have been guided by political
aspirations. The ANM, however, lists other minority groups without political relevance. Four
groups are regarded as being discriminated and are therefore included in the MAR dataset,
including the Adzhars whom the ANM fails to list and the secessionist Abkhaz and South
Ossetians. By definition of MAR’s coding rules, the titular majority – the Georgians – fails to
show up in the MAR group list.

Cambodia Among the four examples described here, Cambodia shows the highest level of
detail in the ANM. The GREG dataset contains detailed information about the highland tribes
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(Jarai, Kui, Muong, Stieng) which is present in none of the other datasets. GREG and the
Fearon dataset agree on the major groups (Khmer, Vietnamese, and Cham), but GREG does not
list the Chinese, which constituted a significant minority already in the 1960s (Ross 1987). This
is due to the fact that the Chinese were engaged in commerce all across Cambodia, so they do
not have a delimited territorial basis in the country.

In sum, our comparison highlights major differences between datasets on ethnic groups.
MAR by definition shows only parts of the ethnic landscape by focusing on discriminated
groups only. In the case of Iraq, the ANM’s focus on linguistic boundaries causes GREG to
omit the Sunni–Shi’i division, one of the most important cultural cleavages in the country.
Since the coding criteria for the ANM are not spelled out in detail, in some cases it is difficult
to reproduce the coding decisions made. Most of the distinctions are clearly based on linguistic
differences. Additionally, national boundaries were introduced. For example, the ANM distin-
guishes between Germans and Austrians, even though they belong to the same language family.
Similarly, the ANM separates “English Irish” from “Irishmen”. These coding decisions are
problematic in some cases and require the additional inspection of the group list. Furthermore,
it is important that as a spatial dataset, GREG only includes territorial groups, i.e. those that
have one or more settlement regions in a country. Migrant groups or foreign workers residing
only in urban areas are not represented in GREG.

Different Resolutions of Spatial Data

As mentioned above, different data sources were used to compile the ethnic maps in the ANM.
Most likely, detailed census data were used for areas under Soviet influence, whereas data for
other countries were provided at much coarser resolutions. The example of China and Russia
demonstrates this. In both countries, the distribution of the total area occupied by a group (i.e.
the sum of all the group polygons it occupies) is roughly comparable. The log-transformed
average group area (measured in square kilometers) is about 9.23 in China, and 9.26 in Russia.
In a two-sample t-test, the two distributions are not significantly different (t = 0.06, df = 113.8,
p-value = 0.95). However, the areas of the individual group polygons differ: Figure 3.6 shows
histograms of the area of the GREG polygons in the two countries. In Russia, we find a large
proportion (about 40%) of smaller polygons with an area smaller than 10,000 square kilometers,
whereas in China these polygons only amount to 10% of the total number of polygons. A t-
test confirms this (t = -15.49, df = 1223.49, p-value = 0.00). In sum, these results show that
the geographic information on groups is provided at different resolutions in China and Russia.
Depending on the respective application, this will limit the comparability across countries. In
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the remainder of this dissertation, I address this problem by weighting polygons according to
their area or population (see Chapter 4).
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Figure 3.6: Distribution of polygon areas for GREG polygons in China and Russia.

3.4 Bosnia: Spatial Census Data

The GREG dataset introduced above has several advantages that make it particularly useful for
cross-national comparisons: Most importantly, it includes data on almost every country on the
globe, and it employs the same group categorization across countries. However, the large geo-
graphic scope of the data comes at the expense of detail. GREG divides countries into the major
settlement regions of groups, but is unable to give the local degree of mixing for a particular
location. Furthermore, as mentioned above GREG does not trace changes in settlement pat-
terns, as they typically occur during conflict. For these reasons, I created a second dataset for
the purpose of this dissertation. By relying on census data as the source of information about
geographic settlement patterns, I achieve the high level of detail on the population distribution
that GREG lacks. Furthermore, this approach allows me to obtain time-series data on settle-
ment patterns and thus study the endogeneity of settlement patterns in conflict. However, the
downside is that the required census information is only available for a limited region. Bosnia
satisfies most of the data requirements for the corresponding chapters and was thus chosen as
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the area of study.

3.4.1 Census Data for Bosnia

Data on Bosnia’s pre-war ethnic distribution is available from the Republic of Yugoslavia’s
last census in 1991 (Petrovic 1992). For each of the 109 municipalities (opštinas) in Bosnia,
the census lists the number of people from the three major groups: the Bosniaks or Bosnian
Muslims, the Croats and the Serbs. These 109 municipalities from the 1991 census constitute
the unit of observation in the Bosnia dataset. They allow for the analysis of conflict dynamics
at a high level of resolution: Whereas most quantitative works on internal conflict employ a
state-level measurement, using the Bosnia data we can narrow the focus down to municipalities
of (on average) 20x20 kilometers.

According to the 1991 census, the majority of the Bosnian municipalities are Bosniak-
dominated: Of the 109 units, 40 have a Bosniak majority, 33 a Serb- and 15 a Croat major-
ity. However, the census data shows that there was a significant degree of ethnic mixing in
the Bosnia of 1991. One way to measure ethnic mixing is by means of the Ethno-linguistic
fractionalization index (ELF Taylor and Hudson 1972; Alesina et al. 2003). The ELF index
f is computed for each municipality on the population shares si of the three major groups i,
according to the following formula:

f = 1−
∑

i

s2
i

The range of f on a sample with a maximum number of three groups per municipality is from
0 to 0.66, where 0 corresponds to a unit where there is one group with population share 1.0
(high homogeneity), and 0.66 for a unit with three equally-sized groups (high heterogeneity).
The plot in Figure 3.7 shows that the majority of the municipalities in Bosnia are close to the
maximum ELF value.

In order to analyze the changes in settlement patterns over time, I also obtained post-war
estimates of groups at the municipality level. These numbers are taken from Caspersen (2004)
where election results from 2000 were used to approximate the number of people of a particular
ethnicity in a unit. Since many of the old municipalities were split after the war, I aggregate the
post-war population data to the pre-war municipalities. This is done using pre-war and post-war
maps to identify which of the new units correspond to the 1991 census units.



3.4. BOSNIA: SPATIAL CENSUS DATA 51

0.0 0.2 0.4 0.6 0.8

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

Ethnic fractionalization

D
en

si
ty

Figure 3.7: Distribution of ELF scores for the Bosnian municipalities, smoothed using a kernel
density estimator. The highest possible ELF score is 0.66 (because of the kernel density esti-
mation, there appears to be a non-zero density for values above this limit). The plot shows the
high degree of ethnic mixing in Bosnia in 1991.

3.4.2 The Spatial Extent of the Bosnian Municipalities

The population figures at the municipality level needed to be combined with geographic infor-
mation about the relative location of the units. For that reason, I created a GIS vector dataset of
the pre-war municipalities that contains the detailed boundaries.3 The area of the municipalities
ranges from about 32 square kilometers for the smallest municipality (the Centar district of
Sarajevo) to 1,300 square kilometers for the largest municipality (Srbinje in the south-east of
the country), with a mean of 466 square kilometers.4

Once the geographic location of the municipalities is determined, it is possible to map the
ethnic distribution at the municipality level described above. Figure 3.8 shows the settlement
patterns of the three major ethnic groups in Bosnia: the Bosniaks, Serbs and Croats. The figure
shows that there are different primary settlement regions of the groups in Bosnia, with the
Bosniaks being located primarily in the North and South, the Serbs in the East and the Croats
in the West.

3Thanks to Jan Ketil Rød for this help in creating the municipality dataset.
4All area computations were performed on an Eckert VI equal area projection of the municipality dataset in

order to achieve correct area estimates.
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Figure 3.8: Map of the settlement areas of the three major ethnic groups in Bosnia, according
to the 1991 census. For each of the ethnic groups, the plot shows the population shares at the
municipality level.

3.5 Chapter Summary

In this chapter, I introduced the spatial data on settlement patterns used in this dissertation.
Recent progress in the computational processing of spatial data makes it beneficial to use GIS
software for the analysis in the subsequent chapters. GIS data comes in two fundamentally
different formats – raster and vector data. Vector data represent discrete geographic features
and can consist of either points, lines or polygons. The latter were used in the GREG dataset
to represent the settlement regions of ethnic groups. GREG was created for this dissertation
and contains a worldwide list of settlement areas of ethnic groups, based on the Soviet Atlas

Narodov Mira. I discussed the creation of the GREG dataset and possible difficulties associated
with it. An alternative way of capturing the geographic settlement patterns of groups is to utilize
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census data. Some countries include the ethnicity of the respondent in their census, which can
be used to infer the geographic settlement patterns of groups by mapping the census data on
the administrative units the population figures are available for. I have presented a dataset on
Bosnia that uses this approach to achieve fine-grained spatial data on ethnicity. Having outlined
the data foundations for this dissertation, I now turn to the analysis of settlement patterns and
conflict in the subsequent chapters.
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Chapter 4

Spatial Concentration and Conflict Risk

IN the theoretical introduction to this dissertation, I argued that settlement patterns can shape
the opportunities for social interaction within a group and thus influence the risk of con-

flict. In following up recent work on group concentration and conflict, this chapter presents a
first empirical test of this argument. There is consensus in the literature that geographic group
concentration is related to a higher risk of conflict, but so far the literature has not been able
to find out why this is the case. Two competing mechanisms have been proposed. The first is
what I call “group concentration as motivation”: Concentrated groups are more likely to see
their territory as a homeland and thus more willing to fight for it. The second mechanism is
an “opportunity” mechanism, and it corresponds to what I have outlined in Chapter 2: Concen-
trated groups can more easily overcome the collective action problem and can thus successfully
mobilize for violence. Using the GREG dataset presented in the previous chapter, I show how
we can distinguish empirically between the two mechanisms and test their independent effect
on conflict risk. My results suggest that the “opportunity” mechanism is the driving force that
links concentration to conflict. This chapter starts with a short review of the causal mechanisms
linking concentration and conflict and proceeds to a discussion on how to measure them using
the GREG dataset. I introduce the research design of the quantitative study and present the
results. The chapter ends with an interpretation of the results and a summary.

4.1 Introduction

The literature on the causes on civil war shows a significant divide. Earlier work tends to fo-
cus on the actors’ motivations for fighting: Conflict occurs because some groups in a society
perceive themselves to be politically or economically disadvantaged compared to others (Gurr
1970; Horowitz 1985). According to this perspective, collective grievances are the main factor

55
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that drives conflict. More recently, however, scholars have advanced a different perspective.
Current work on civil war (Fearon and Laitin 2003; Collier and Hoeffler 2004) highlights op-
portunities as driving forces behind conflict: Groups fight because under certain circumstances,
violence becomes a viable strategy to achieve material benefits. Whereas motivational explana-
tions see conflict as the result of group discrimination, the thrust of the opportunity perspective
lies in the context that makes violence profitable.

The ‘motivation versus opportunity’ (or ‘grievance versus greed’) debate continues to tran-
scend different sub-fields of civil war studies. This chapter investigates the effect of group
geography on conflict and distinguishes between geography as a motivation, and geography as
an opportunity for violence. The question of how – and not just whether – group geography
affects conflict is important: Not only do a significant proportion of intrastate conflicts involve
territorial issues (Buhaug 2006), but territorial conflicts have also proven to be much more dif-
ficult to resolve (Fearon 2004). Obviously, group geography seems to be an important factor in
bringing about violence. And still, our knowledge about the mechanisms linking group geogra-
phy and conflict remains incomplete, which calls for a closer examination of the problem.

What can we learn from studying the impact of group geography on conflict? This chapter
focuses on a particular aspect of a group’s geography: geographic concentration. A group is
geographically concentrated if it settles in one contiguous area of a country; by contrast, a
fragmented group has various settlement areas scattered across the country. The study of group
settlement patterns was pioneered by Toft (2002; 2003) who examined the relationship between
geographic concentration and the level of violence a group faces. The conclusion of Toft’s
studies is that geographically concentrated groups face a higher risk of conflict, a proposition
that is shared by other authors (Cornell 2002; Lichbach 1995; Goemans 2006).

How can we explain the impact of group concentration on violence? There are different ex-
planations linking concentration to conflict. Broadly speaking, following Toft (2002, 2003) we
can distinguish between a motivation- and an opportunity-driven mechanism. The former re-
lates concentration of the settlement pattern to a group’s motivation to take arms. The argument
is that groups with a higher spatial concentration are more likely to show a strong attachment
to their territory and should therefore be more likely to fight for it. The latter mechanism posits
a relationship between the settlement pattern and a group’s capabilities for fighting. More pre-
cisely, because of the facilitated interaction of group members, concentrated groups should be
more likely to overcome collective action problems and therefore have a higher probability of
engaging in conflict.

However, until now empirical analyses have been unable to distinguish between the two
mechanisms, and we are left unsure of their relative importance. In this chapter I show that with
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more advanced data and methods, we can overcome the limitations of previous work and test
the two mechanisms independently. Recent progress in the application of Geographic Infor-
mation Systems (GIS) in social science research allows for an increasingly detailed perspective
on previously aggregated concepts, such as states or groups. When studying the geography
of ethnic groups, GIS enables us to open the “black box” of a group’s geography, and study
more closely the intra-group processes leading to group conflict. Using GIS, I develop indi-
cators measuring two different aspects of a settlement pattern: first, the degree to which the
territory is concentrated or fragmented, and second, the degree to which the group population
is concentrated or spatially separated. I argue that the first measure, territorial concentration, is
what affects a group’s motivation to fight, whereas the second indicator, population dispersion,
affects the group capabilities and therefore captures an opportunity-driven conflict mechanism.
In my empirical test, I find evidence in favor of an explanation that links conflict to facilitated
interaction opportunities in concentrated groups, rather than a motivational mechanism.

4.2 Group Concentration as Motivation and Opportunity

The distinction between geography as a motivation or opportunity for conflict is not new. Geog-
raphy and conflict have received extensive treatment in the literature on interstate conflict, and
two broad perspectives can be identified: territory as a source of conflict, and as a facilitating
condition of conflict (Diehl 1991). The first approach sees geography as a source of conflict be-
cause territory is an indivisible issue, which is why disputes over territory are likely to escalate
into violent conflict (Fearon 1995). Scholars of international conflict commonly refer to three
reasons why territory is valuable to states (Hensel 2000): First, territory has an objective value
due to valuable resources located there. Second, territory has a strategic value because control
over it gives a military advantage; third, territory has a subjective value because it is part of
a state’s culture and identity. Empirical analyses of interstate wars have shown that territorial
issues are among the most frequent and robust determinants of war (Holsti 1991; Hensel 2000).

The second perspective on the role of geography in interstate conflict highlights the op-
portunities for war that are created by space. For example, it has been argued that geography
determines the military reach of states, in that more proximate states can more easily inflict
damage on each other (Boulding 1962; Lemke 1995). An alternative explanation suggests that
immediate neighbors are more likely to be perceived as a threat to a state because there is less
uncertainty regarding the future time horizon of the interaction (Starr and Most 1978). Yet
another argument relates geographic proximity to a higher frequency of interaction, and there-
fore to a higher probability of conflict. Here, rather than being an issue of dispute, geography
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determines the environment – the topology – in which territorial states interact.

How does geography operate in civil wars? With some limitations, the insights gained from
interstate wars also apply to intrastate conflict. Geography can be the motivation for fighting.
For example, the territory under dispute in civil war may contain valuable resources such as
diamonds (Lujala, Gleditsch and Gilmore 2005) or oil (Lujala, Rød and Thieme 2007). Al-
ternatively, territory may have strategic importance to the actors in civil wars: For example,
controlling areas close to an international border secures cross-border supply of resources for
fighting (Buhaug and Rød 2006). Lastly, there is also an intrinsic value of territory to a group
(Toft 2003), an issue to which I will return later. Similar to interstate conflict, geography can
also provide opportunities for fighting in civil war. Some studies have found support for an
intrastate loss-of-strength gradient of state power: Groups and regions which are further away
from the capital of a state tend to have a higher likelihood of being affected by conflict (Buhaug
and Rød 2006; Buhaug, Cederman and Rød 2008). Similarly, rough terrain has been hypothe-
sized to provide shelter for rebel groups from government forces, making mountainous regions
more susceptible to conflict (Fearon and Laitin 2003; Buhaug and Rød 2006; Buhaug, Ceder-
man and Rød 2008).

Group concentration is a geographic aspect that deserves particular attention in the study of
civil war. A group is concentrated if its settlement area consists of a single, coherent cluster.
Conversely, a group is fragmented if its territory consists of a set of smaller, detached areas.
Group concentration has frequently been emphasized as a determinant of conflict (Horowitz
1985; Posen 1993a; Fearon 1998; Cornell 2002), but it was not until the work of Toft (2002;
2003) that it received systematic scrutiny. Toft’s work shows that geographically concentrated
groups exhibit higher levels of violence against the state. She outlines both a motivation- and an
opportunity-driven mechanism to explain this. On the one hand, concentrated groups are more
likely to see their territory as their homeland, and thus might be more willing to fight for it. On
the other hand, concentrated groups face fewer difficulties in overcoming the collective action
problem, and might therefore be more likely to successfully mobilize for conflict. Although
Toft’s work shows a positive relationship between concentration and conflict, it does not test
the two hypothesized mechanisms independently. Essentially, we know that concentration is
related to conflict, but not why this is the case. However, it is crucial to understand how and not
merely whether concentration drives conflict: Settlement pattern adjustments, particularly the
geographic separation of warring groups, have been proposed as solutions to ethnic civil wars
(Kaufmann 1996). Without precise knowledge about the mechanisms linking group geography
and conflict, we are unable to assess the expected efficacy of such measures: While territorial
separation might terminate conflict in the short run, the artificial territorial clusters created by
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those adjustments might also incite future war.

In the following paragraphs, I examine the mechanisms between concentration and conflict
more closely, and link them to observable properties of a group’s settlement pattern. In order
to do so, I argue that it is necessary to refine the definition of group concentration. Previous
research has treated concentration as a dichotomous attribute along a single dimension, assum-
ing that a group’s settlement pattern is located somewhere between perfect concentration and
complete fragmentation. However, as it will become more apparent below, I argue that it is nec-
essary to keep two aspects of concentration separate. First, concentration can be defined with
respect to group territory: Do we find more than one area where a group settles, and if so, how
large are the different settlement areas? This first dimension should link territory to group mo-
tivation for fighting: Efforts to establish and control a clearly demarcated group territory should
obviously find much more resonance in the group population if the group’s territory is clearly
defined, which is not the case for groups with many territorial clusters across a state. Obviously,
this first dimension focuses on territory only, and omits any aspect of the spatial distribution of
the group population. An alternative definition of concentration is based on population: How
clustered is the group population in space, or equivalently, how far are people of a group located
from each other? This second dimension relates to the opportunity mechanism that links group
concentration to conflict: As I described in Chapter 2, social mobilization should be less diffi-
cult if people are located close to each other. I proceed by examining the effects of territorial
concentration and population dispersion on conflict.

4.2.1 Territorial Concentration and the Motivation for Conflict

As introduced above, in interstate conflict territory can incite conflict because it is likely to
be seen as an indivisible issue (Fearon 1995). Toft’s (2003) “Theory of Indivisible Territory
and Ethnic War” applies this logic to intrastate conflicts. She argues that conflict arises if (i) the
group demands control over its territory, which (ii) the state is not willing to grant. A territorially
concentrated settlement pattern is likely to influence the first condition. Only if the territory of
a group is reasonably well defined can we assume that the group considers it as “theirs”. If, on
the other hand, a group occupies more than one territory across a country, there is no clearly
demarcated territory for which they could demand autonomy. Here, the value of a concentrated
territory is twofold: First, a concentrated territory is more likely to be seen as a homeland for
a group. For an ethnic group, its homeland is a crucial part of its identity. In the previous
chapter, I showed that scholars commonly see territorial attachment as an integral dimension
along which to distinguish ethnic groups. Besides language and culture, the ethnic homeland
is one of the observable markers that helps the group develop an internal sense of belonging.
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When making references to their homeland, groups typically give it a name. For example, Toft
(2003) mentions the example of the Welsh, a group which is strongly attached to a particular
homeland, Wales. However, for this to be possible, it is necessary that the group territory be
concentrated. This is a consequence of the difficulty of labeling a non-contiguous piece of land
with a common name: It is unlikely that a particular homeland would be considered as such
if it was distributed over the area of a state in separate territorial chunks. The second value
of a concentrated territory is strategic. If groups fight with the intention of gaining autonomy
over their territories, the shape of their territory partly determines whether their efforts will be
successful in the long run. A contiguous piece of land is much easier to defend and secure
from possible future external threats (Posen 1993a). Also, as Goemans (2006) argues, the
territorial concentration of a group helps it to overcome coordination problems within the group,
as required for establishing a collective defense, for example.

The motivational mechanism linking territorial concentration and conflict then works as
follows. The escalation of violence up to the level of ethnic war can only occur if there is mass
support in the group population for conflict. However, for mass mobilization to be possible, the
group population must believe that the cause for fighting is justified. This condition is more
likely to hold for concentrated groups. As outlined above, a concentrated group attributes (i)
a higher value to its territory and (ii) a higher likelihood to the feasibility of creating a new
state from it. A concentrated group will then be more likely to mobilize for conflict, because
the perceived cause for conflict – the control of its territory – will much easier resonate in the
group population than in the case of spatially dispersed groups. In summary, higher degrees
of territorial concentration are related to a higher likelihood of autonomy claims by a group.
According to the above theoretical considerations, we should observe that

H1: Higher territorial concentration of a group is associated with a higher risk of
conflict involvement.

Having discussed how territorial concentration can provide a motivation for conflict, I now
turn to the second aspect: the relation between population concentration and conflict.

4.2.2 Population Dispersion and Group Capability for Fighting

Group geography provides the context in which group members interact, and is therefore cru-
cial in determining the group’s ability to mobilize for conflict. In order to compete against
government forces, groups need both the support and participation of their population, as well
as material resources for fighting. Toft (2003) argues that concentrated groups have better po-
litical, economic and social networks that they can use to successfully start and sustain fighting.
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Especially when it comes to the mobilization of the masses for conflict, geographic concentra-
tion and therefore spatial proximity of individuals proves advantageous. Other scholars have
argued along similar lines. In his analysis of rebellion as a collective action problem, Lichbach
(1995) emphasizes geographic proximity as an important factor which fosters coordination. He
attributes the conflict-fostering effect of concentration to three factors: First, spatial proximity
of group members leads to frequent interactions and to the formation of a “cognitive proxim-
ity” (p. 159) in the group. This cognitive proximity is especially important since it fosters the
establishment of collective grievances among the group population. Second, concentration of
the population makes it easier to coordinate collective action by reducing organizational costs.
Third, concentrated groups can more easily sustain dissent by administering rewards and mon-
itoring defectors (see e.g. Hardin 1995).

Essentially, the effect of geographic concentration on conflict comes about because people
are located close to each other and can interact more easily than individuals who live further
from each other. For that reason, what matters here is the extent to which the settlement pattern
of a group allows for the interaction of people. Unlike in the previous section where I argued
that territorial concentration provides a motivation for conflict, here we must study the location
of people relative to each other to find out about a group’s opportunities for mobilization. Fur-
thermore, our measure of population dispersion must take into account the distance between
people: The more distant the group members are located from each other, the less likely the
group is to mobilize a critical number of people and resources for conflict. The geographic dis-
tance of group members is what I refer to as population dispersion, whereby highly dispersed
groups should be less susceptible for conflict. Therefore, I hypothesize that

H2: Population dispersion of a group leads to a lower risk of conflict involvement.

The following sections describe the empirical analysis of the theoretical propositions intro-
duced above.

4.3 Measuring Features of the Settlement Pattern

I now turn to the operationalization of my two main independent variables – territorial con-
centration and population dispersion. Both measures rely on the generalized GREG data as
described in Chapter 3. Remember that in GREG, each group is digitally represented by a set
of one or more polygons. For the purpose of illustrating the settlement pattern measures, Figure
4.1 shows an example of the data contained in the GIS dataset. The figure shows the distribution
of the Ossetians in the Georgia. According to GREG, the Ossetians occupy one main territorial
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cluster bordering Russia in the north. This cluster roughly corresponds to the region of South
Ossetia. However, there are also much smaller Ossetian settlements distributed in the south and
the east. Note that the large territorial cluster in the north is represented by more than one poly-
gon (black lines). This is due to the fact that GREG distinguishes between mono-ethnic and
mixed regions, each of which are represented as different polygons. For example, the largest
polygon of the main Ossetian cluster in the north of Georgia denotes an exclusively Ossetian
area, whereas the smaller polygons at the lower part of this cluster correspond to mixed regions
that the Ossetians share with another group, the Georgians.

Ossetians in Georgia

*T'bilisi

Figure 4.1: Example: GIS representation of the Ossetians in Georgia.

Based on the spatial data from GREG as shown in Figure 4.1, for each group I compute
measures for territorial concentration and population dispersion needed for this analysis. Both
measures are based on the set of territorial clusters among the group polygons. A cluster ci is a
set of contiguous polygons: For example, the main territorial cluster of the Ossetians in Figure
4.1 consists of six smaller polygons. Given the N clusters, I also require area and population
estimates for each of them. The area of a cluster can be computed using a GIS.1 Population
estimates are obtained by overlaying the GREG polygons with a raster dataset on population
2. Both area a(ci) and population p(ci) of a cluster ci are proportions of the total group area or
population, respectively.

1Area computations require a transformation of the polygons into an equal-area projection (here, Eckert VI).
2In an overlay procedure, the population cells covered by a polygon are selected and the sum of their population

values is computed. The population raster used for this analysis is the Gridded Population of the World dataset
released by CIESIN (2005).
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Obviously, the settlement pattern of the Ossetians shown in Figure 4.1 is much more con-
centrated than that of a group with the same number of cells, but spread out in three equal-sized
clusters. Ideally, the concentration measure should take into account not only the number but
also the sizes of the different clusters. The Herfindahl concentration formula does exactly this.
It is frequently used in economics to describe the degree of market concentration, but has also
been applied to e.g. the ethnic composition of a country known as the ethno-linguistic frac-
tionalization (ELF) index (Taylor and Hudson 1972; Alesina et al. 2003). The computation of a
territorial concentration measure for the spatial distribution of an ethnic group is straightforward
and works according to the following formula:

Territorial concentration =
n∑

i=1

a(ci)
2

where the a(ci) is the area of cluster ci. Territorial concentration takes a value in the in-
terval (0, 1] where low values correspond to scattered groups, and high values to territorially
concentrated ones.

A measure of population dispersion is somewhat more difficult to obtain because one needs
to take into account the distances between clusters. The index must be constructed in such a
way that the distance between heavily populated clusters affects the final value of the index
more than the distance between two sparsely populated clusters. This is achieved by comput-
ing a population-weighted average of the logged minimal geodesic distances between clusters
according to the following formula:3

Population dispersion =

∑
i<j∈N

p(ci)p(cj)log(d(ci, cj))∑
i<j∈N

p(ci)p(cj)

where the ci are the clusters of the group, p(ci) is the population of a cluster, and d(ci, cj) is
the geodesic minimal distance between two clusters.

4.4 Research Design and Data

In order to test the impact of territorial concentration and population dispersion on ethnic con-
flict empirically, I employ a time-series cross-sectional design, relying on a dataset created
by Buhaug, Cederman and Rød (2008). The units of analysis in this dataset are politically

3The minimal geodesic distance between two clusters is the distance between a pair of cells, one from each
cluster, such that the distance is minimal across all pairs.
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marginalized ethnic groups – in other words, groups that do not participate in the government
of a country and would therefore have a reason to resort to violent means. These groups are
observed annually, covering the post-World War II period until 2003. The dataset presently
covers 72 countries in Europe, Asia and North Africa.

The dependent variable is the onset of ethnic conflict in the post-World War II period be-
tween the respective marginalized ethnic group and the government, and is taken from Buhaug,
Cederman and Rød (2008). More precisely, the authors code a conflict onset for a given group-
year if (i) there was a civil war onset according to the UCDP/PRIO Armed Conflict Dataset

(Gleditsch et al. 2002), and (ii) if the war was fought along ethnic lines, with the respective
group involved. The latter information was supplemented from various external sources (refer
to Buhaug et al. for details).

The main independent variables are territorial concentration and population dispersion, as
described in the previous section. By definition, territorial concentration takes values in the
(0, 1] interval. In the sample, the variable ranges from 0.01 to 1, the latter corresponding to
perfectly concentrated groups with only one territorial cluster. In line with H1, more concen-
trated groups should have a higher risk of conflict, so this variable is expected to have a positive
effect. Population dispersion takes positive values and has a sample maximum of 8.4 (note that
as described above, distances are log-transformed for the computation of dispersion). As I have
argued above, more dispersed groups should be less prone to conflict, so I expect this variable
to have a negative effect.

I add both group-level and country-level controls. In order to distinguish the group con-
centration effect found in earlier studies from my more detailed indicators, I include a dummy
variable for concentrated groups, indicating whether the group settlement pattern consists of
exactly one territorial cluster, as defined above. This variable provides a rough distinction be-
tween concentrated and non-concentrated groups, but cannot give a more nuanced description
of the group area or population, as I require for this analysis. Other group-level control vari-
ables include the power balance between the government and the ethnic group as introduced
by Buhaug, Cederman and Rød (2008). Power balance is expected to have a positive effect,
because increasing strength compared to the government should make a group more likely to
engage in conflict. I add two further control variables for the group’s geography, both also taken
from Buhaug, Cederman and Rød (2008): a measure of the group’s distance from the capital,
and an indicator for mountainous group terrain. For the former, a positive effect is expected
since we can assume that more distant groups are more difficult to repress. By the same to-
ken, I also expect a positive effect for the latter variable, since we can assume that groups in
the mountains escape state control more easily. At the country level, I control for the factors
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that are commonly associated with civil war. Economic performance has been found to be a
robust and highly significant predictor of civil war (Fearon and Laitin 2003; Collier and Hoef-
fler 2004), with poor states experiencing significantly more civil wars than wealthy ones. I use
GDP per capita as an indicator for economic conditions and expect a negative effect on conflict.
Also, larger countries tend to have more civil wars, so I include the logged country popula-
tion in the regression. Regime type should also affect conflict propensity. We can assume that
democratic countries have institutions to solve internal disputes peacefully and should there-
fore see less conflict. Consequently, I include a binary regime type indicator from Polity IV
(Marshall and Jaggers 2000), coding a country as a democracy if it has a polity score of 6 or
above. This variable should have a negative effect. Lastly, I control for the trend of increasing
civil war propensity over time by including the year of observation in the regression. Complete
descriptive statistics of all variables are given in Table 4.1.

Variable Mean Std.dev. Min Max
Conflict 0.003 0.056 0 1
Territorial concentration 0.739 0.3 0.017 1
Population dispersion 2.343 2.226 0 8.4
Power balance (log) -5.723 2.227 -14.808 -0.323
Capital distance (log) 6.39 1.021 2.193 8.834
Mountains 0.536 0.362 0 1
GDP (logged) 7.676 0.865 5.713 10.206
Country population (log) 10.722 1.729 6.351 14.029
Democracy 0.258 0.437 0 1

Table 4.1: Summary statistics.

4.5 Results

4.5.1 Logit Regression Models

I estimate logit models with conflict onset as the dependent variable, and standard errors clus-
tered by country.4 Since observations are likely to show strong time dependence, I employ the
method proposed by Beck, Katz and Tucker (1998) and include the number of peace years as
well as three natural cubic splines. Table 4.2 shows the results of the regression analysis.

In Model 1, I start by replicating the finding from earlier research on settlement patterns,
namely that concentrated groups have a higher likelihood of conflict. The results provide strong

4Software: StataSE 9.2.
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(1) (2) (3) (4) (5)
Territorial concentration 0.760 -0.0144 0.0631

(0.568) (0.641) (0.628)

Population dispersion -0.362* -0.364* -0.364*
(0.158) (0.168) (0.163)

Concentrated group 0.487* 0.202 -0.946 -0.948
(0.225) (0.328) (0.574) (0.557)

Power balance 0.668** 0.661** 0.700** 0.700** 0.808**
(0.109) (0.110) (0.128) (0.128) (0.132)

Capital distance 0.602** 0.575** 0.647** 0.648** 0.568*
(0.214) (0.216) (0.200) (0.205) (0.268)

Mountains 1.291** 1.248** 1.182** 1.183** 1.566**
(0.304) (0.291) (0.310) (0.305) (0.531)

GDP p.c. -0.212 -0.198 -0.145 -0.144 -0.106
(0.238) (0.238) (0.241) (0.240) (0.270)

Country population 0.315* 0.313* 0.316* 0.316* 0.372*
(0.125) (0.123) (0.127) (0.127) (0.154)

Democracy 0.753** 0.747** 0.719** 0.719** 0.899*
(0.218) (0.211) (0.222) (0.225) (0.378)

Year 0.0648** 0.0643** 0.0638** 0.0638** 0.0511**
(0.0124) (0.0125) (0.0122) (0.0123) (0.0139)

Peace years -0.248** -0.249** -0.245** -0.245** -0.229*
(0.0783) (0.0784) (0.0771) (0.0767) (0.107)

Constant -135.4** -134.8** -132.5** -132.5** -107.6**
(23.36) (23.39) (23.14) (23.13) (26.38)

Observations 26853 26853 26853 26853 15072
Log-pseudolikelihood -460.741 -459.678 -456.661 -456.661 -254.12

Table 4.2: Logit regression results, with robust standard errors in parentheses. **p < 0.01,
*p < 0.05. Results for the splines are not shown.

evidence for this: The coefficient for the group concentration dummy is positive and significant.
The control variables turn out largely as expected. In line with Buhaug et al.’s (2008) results,
we see that power balance in favor of the group, distance to the capital, and mountainous group
territory all make conflict more likely. Economic performance has no discernible relationship
to conflict. However, groups in larger countries face a higher conflict risk, and so do groups
in more democratic countries. The latter effect runs counter to my expectations, but might be
due to the fact that democratic governments face more constraints in using repression to avoid
civil unrest. We also see a clear trend of increasing conflict propensity over time, as shown by
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the positive and significant coefficient of the year of observation variable. Also, there is a clear
time dependence of conflict observations in that conflict tends to become less likely the longer a
group remains at peace. This is indicated by the negative and significant sign of the peace years
variable.

Models 2 and 3 add my variables for territorial concentration and population dispersion,
one at a time. The results from Model 2 provide no evidence that my more nuanced measure
for concentration has any explanatory power: The territorial concentration variable receives
a positive coefficient, but is far from significant. However, the picture is different in Model
3. Population dispersion seems to be a strong predictor of conflict, and clearly outperforms
the simple concentration dummy. The effect of population dispersion is strong: An increase
in dispersion from the 10th to the 90th percentile reduces the predicted probability of conflict
from 0.2 percent to 0.03 percent, while keeping the other variables at their means.

Model 4 performs a joint test of my indicators for territorial concentration and population
dispersion. This model confirms the result obtained in the previous one: Population disper-
sion again comes out as negative and significant, whereas territorial concentration has no effect.
However, one more test is required before we can reach a final conclusion. For perfectly con-
centrated groups (i.e. groups settling in a single cluster), territorial concentration and population
dispersion are perfectly correlated. This is due to the fact that for these groups, territorial con-
centration always takes the highest value of 1, whereas population dispersion is 0. As a result,
in Model 4 these variables have a high degree of correlation (-0.79), thus potentially giving rise
to a multicollinearity problem. For this reason, I re-estimate Model 4 on a restricted sample that
only includes only groups with more than one territorial cluster. This reduces the sample size
to slightly more than half of the original one, but with territorial concentration and population
correlated only at -0.35. The results are reported as Model 5 in Table 4.2. Again, we see the
same result as in the previous models. Population dispersion has a negative effect on conflict,
but territorial concentration remains insignificant. The marginal effect of population dispersion
in Model 5 amouts to a decrease in the predicted conflict probability from 0.12 percent to 0.04
percent, while keeping the other covariates at their means. In sum, these initial results from the
regression analysis show a clear picture: Obviously, what drives the relationship between con-
centration and conflict is the dispersion of the group’s population, rather than the division of the
territory into multiple clusters. In other words, the empirical evidence supports an opportunity-
driven mechanism from group concentration to conflict.
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4.5.2 Robustness Checks

In order to determine whether the results obtained above are generally valid, I conduct a series
of robustness checks. First, I check whether the group definition criteria employed by the Atlas
Narodov Mira affect the result. The Atlas employs a fine-grained group distinction, so there is
a risk of including a number of small groups which have little political relevance. Therefore,
I repeat Models 4 and 5 on a restricted sample, including groups with a dyadic power share
of 0.01 or more, as coded by Buhaug, Cederman and Rød (2008). This procedure follows the
robustness checks provided in the original study, and leads to a restricted sample containing
8,214 group-years from 57 countries. The results obtained from this sample again provide
strong evidence for the effect of population dispersion. Both Models 4 and 5 estimated on this
sample yield a negative coefficient for population dispersion which is significant at the 0.01
level.

My second robustness check repeats the analysis in a cross-sectional design, where groups
in the post-World War II period constitute the units of analysis. Besides my group concentration
variables, this analysis includes the same group level variables as described above (power bal-
ance, capital distance, mountains). At the country level, I control for economic performance and
democracy, both of which are based on the first available year for the respective country – that
is, 1946 or the year the state entered the international system. The sample consists of 750 groups
from 69 countries (and 436 groups from 61 countries when restricting it to non-concentrated
groups, as required for Model 5). Again, an estimation of Models 4 and 5 on the cross-sectional
data support the conclusions reached above. In both models, population dispersion receives a
negative and significant coefficient, whereas territorial concentration has no effect.

4.6 Chapter Summary

What can we learn from the empirical results presented in this chapter? Most importantly, I
have shown how group concentration affects conflict. The scholarly literature has so far been
unable to explain which mechanisms drive the causal link from group geography to conflict.
When comparing the motivation and opportunity mechanisms linking group concentration and
conflict, my results point to the relative importance of the latter. In other words, what seems
to matter for explaining a group’s conflict propensity is an opportunity-driven mechanism: the
more proximate a group’s members, the better the group is able to coordinate for collective ac-
tion. The distinction between the two mechanisms is made possible by the development of new
measures of ethnic settlement patterns. Using the GREG GIS dataset on ethnic groups intro-
duced in Chapter 3, I developed indicators that are able to distinguish between group geography
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as motivation or opportunity, something existing measures cannot capture.
Even though this analysis went one step further than existing work, there is still need to

study the mechanisms linking geography and conflict more precisely. For example, in order to
specify a causal mechanism linking group geography to better group interaction opportunities
and ultimately to conflict, we would have to specify the actors involved in mobilization and
describe precisely how geography affects the mobilization process (Hedström and Swedberg
1998). However, although this chapter fails to make the precise mechanisms explicit, it points
to the importance of social interaction and collective mobilization within groups. Consequently,
I pick up these issues in the next chapter, where I provide a more detailed discussion of the group
mobilization process and the impact of group geography by means of computational modeling.
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Chapter 5

Simulating a Spatial Mechanism of Group
Mobilization

SPATIAL concentration matters, primarily as a facilitating condition for group mobilization –
this is what I have shown in the previous chapter. However, even though the more advanced

spatial indicators help us get closer to the hypothesized mechanisms within a standard regres-
sion framework, they still constitute an indirect test: Ultimately, we do not know whether the
conflict proneness of concentrated groups is solely due to the facilitated interaction of group
individuals, since the empirical test omits actors and interaction processes that are integral to
the proposed relationship. Thus, what is the right way to test this argument? The answer to this
question lies at the core of a great methodological divide in political science. On the one hand,
using case studies, we would be able to produce rich and detailed insights into group processes
during conflict (see e.g. Wood 2003; Kalyvas 2006). However, these approaches typically focus
on a small number of cases, making it difficult to generalize findings to a larger sample. On
the other hand, quantitative approaches as I adopted in the previous chapter, identify patterns
and regularities in the occurrence of ethnic conflict, but make it difficult to study precisely the
mechanisms driving these relationships.

In order to bridge this divide, in this chapter I take an intermediate approach and develop
a computational model of group mobilization. This model makes the proposed mechanisms of
group mobilization outlined in the previous chapter explicit by translating them into an exe-
cutable computer program. Essentially, the model contains a simple representation of the social
actors and simulates their interaction in a geographic space, built on real-world GIS data. The
approach of linking models to real geographies is new and has rarely been applied to social
science questions (Gimblett 2002). The model serves as an “operational” theory – a set of com-
plex interdependencies that can be used to study how my independent variable, group settlement

71
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patterns, affects group mobilization in a real set of cases. Using computational modeling, we
therefore move from pure correlational studies to a richer – but also more complex – test of the
proposed argument.

The use of computer models in the social sciences is not a new trend, but certainly goes
beyond mainstream methodological approaches in the field (Cederman 2001). For that reason, I
begin this chapter with a review of computer modeling and its theoretical backgrounds. Follow-
ing this introduction, the bulk of this chapter is devoted to my computational model of group
geography and mobilization. Using GIS data on the spatial distribution of ethnic groups, I sim-
ulate the spread of mobilization between group members. For each group, the model computes
the degree to which the hypothesized mobilization process affects the population. Using regres-
sion analysis, I then test whether thorough mobilization according to the model is related to a
higher conflict risk, as predicted by my theory.

5.1 Models as Mediators between Theory and Data

I start with an overview of different approaches to scientific explanation and show how models
can serve as supplementary mediators between a theory and its empirical realization.

5.1.1 Causal Explanations in the Social Sciences

Unlike in the natural sciences, the concept of causality is oftentimes difficult to pinpoint in the
social sciences. What constitutes a causal explanation for a particular phenomenon? The pre-
dominant approach in the natural sciences is the deductive-nomological model of explanation
(Little 1991). Here, a particular effect or event is considered explainable if it can be subsumed
under a general covering law (Hempel 1965). For example, in order to explain why a ball
dropped from a window falls to the ground, the general law of gravity is applied which states
that objects with mass attract each other. Since the law is general, the effect will occur under
any circumstances.

This claim of generality poses problems for the definition of a causal explanation in the
social sciences. Rarely do social scientists deal with law-like relationships. In social systems,
cause and effect are related to each other only across a series of intermediate steps, which in
most cases exert independent influence on the relationship and therefore blur it. This is why
instead of a perfect cause-effect relationship, we may fail to observe the effect in individual
cases, and would therefore have to dismiss the supposed cause as an explanation under the
deductive-nomological model. In the social sciences, the predominant model of explanation
is inductive-statistical (Little 1991). Here, rather then requiring the effect to occur as a strict
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consequence of the cause, the relationship is probabilistic. In other words, the presence of a
given cause makes the effect more likely, but does not require it to occur under all circumstances.
The analysis presented in the previous chapter serves as an example. I have shown that group
concentration is related to a higher risk of conflict. Clearly, under the deductive-nomological
model of explanation, concentration is not a sufficient cause of conflict, because there are a large
number of concentrated groups that have remained peaceful. However, under the inductive-
statistical model, group concentration constitutes an explanation for conflict because there is a
significant probabilistic relationship.

However, the inductive-statistical model has come under some criticism within the social
science community (see e.g. George and Bennett 2004, ch. 1). This is because statistical studies
yield evidence of covariations of variables, but they cannot reveal the causal steps that brought
about a particular effect. In the group concentration analysis presented in the previous chapter,
the regression analysis shows that the distance of a group’s population clusters is related to the
occurrence of violence, but we cannot tell whether this effect is really due to group interaction
opportunities, as the theory suggests. In short, with statistical approaches we can show that
concentrated groups have a higher risk of conflict, but we are unable to explain why. Dissat-
isfied with inductive-statistical explanations, many scholars advocate what has been termed a
mechanistic approach (Sawyer 2004) to explanation, aiming to fill the “black box” between
an independent and dependent variable. A causal mechanism that links the two must “state
how, by what intermediate steps, a certain outcome follows from a set of initial conditions”
(Mayntz 2003, p. 241, emphasis original). It is important to mention that scholars advocating
a mechanistic approach tend to require some generality for what they define as a mechanism
(Hedström and Swedberg 1998). Unlike for historians, an individual realization of a chain of
events alone does not constitute a mechanism. Rather, as Mayntz defines it, mechanisms are
“causal generalizations about recurrent events” (Mayntz 2003, p. 241).

When explaining macro-level correlations – for example between group concentration and
conflict risk – there is an additional complication we need to take into account. In most cases,
the phenomena political scientists deal with are aggregate properties of societies, such as the
spatial distribution of individuals and ethnic conflict discussed here. Simply put, researchers ob-
serve only the result of the interaction of many individuals. However, for a valid causal account
of this outcome, we need to explain how these individuals interact to produce the observed
aggregate outcome. The perspective of the individual as a causal agent is the “methodologi-
cal individualism” inherent in the social sciences. Coleman (1990) summarizes the interaction
between the macro-level of observed societal conditions, and the micro-level of interacting in-
dividuals. Figure 5.1 shows this as applied to the topic of this dissertation.
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Figure 5.1: Methodological individualism: Explaining macro-level relationships with micro-
level interactions.

At the macro-level, the relationship we are interested in is the effect of geographic group
settlement patterns on ethnic conflict (shown as a grey arrow). In Chapter 2, I argued that this
effect is brought about by the interaction opportunities of group members as enabled by geog-
raphy. This mechanism can be seen as a sequence of three causal steps, shown as black arrows.
In the language of Hedström and Swedberg (1998), the first arrow (left) is a situational mech-
anism – the spatial arrangement of individuals determines possible interaction opportunities.
This allows for possible mobilization attempts to spread through the group population (second
arrow, bottom) as group individuals choose to participate or abstain. This is what Hedström and
Swedberg (1998) call an action-formation mechanism. Finally, in a transformational mecha-

nism, the aggregate participation of many individuals eventually results in ethnic conflict (right
arrow).

Scholars studying mechanisms usually advocate process-tracing as their empirical method
of choice (Checkel 2008; George and Bennett 2004). In a process-tracing analysis, the hypoth-
esized process is carefully scrutinized by examining the interactions between the intermediate
causal agents. For example, group mobilization for conflict could be studied on a case of eth-
nic conflict, carefully tracing how unrest spread through the population, eventually reaching
the level of full-fledged war. Process-tracing requires a detailed case analysis of the actors and
events that are causally prior to the phenomenon in question. Few cases can be examined at
such a high level of detail. Moreover, in process-tracing case studies it is difficult to establish
causality: Would the outcome be the same if some event A had not occurred, or if some actor
B had reacted differently? The advantage of process tracing is that the analysis is tightly linked
to the causal agents and their actions. However, this richness necessarily comes at the expense
of generality. This is why scholars have made the case for using computational modeling to
study mechanisms (Cederman 1997). As compared to process tracing, computer models em-
ploy a higher level of abstraction, but allow the researcher to study systematic variations in
the hypothesized processes. The next section gives a short overview of existing computational
modeling approaches in the social sciences. I then move on to a more recent development,
so-called agent-based models. The mobilization model I introduce below shares many features
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with the agent-based approach, so it deserves a closer look.

5.1.2 Models in the Social Sciences

Generally speaking, a model is an abstract representation of particular aspects of reality that are
relevant for the phenomenon in question (Gilbert and Troitzsch 2005; Gilbert 2007). For exam-
ple, a toy model of a new plane helps us to study the aerodynamics of the prototype, without
having to build the plane to scale. By definition, a model simplifies reality by leaving certain
aspects out of the model, and making the included aspects of reality much simpler. In order to
analyze the aerodynamics of the plane prototype, we do not require a precise implementation
of the plane’s internal infrastructure – all that matters is the outer shape of the plane, and this
is where the model needs to resemble the original plane precisely. In general, models can be
characterized by two features (Frigg and Hartmann 2006): First, their ontology – that is, how
the relevant aspects of reality are represented. For example, the above-mentioned plane model
can simply consist of a miniature representation of the aircraft. Second, models feature a way
new knowledge is derived from them – their epistemology. The plane model, for example, can
be analyzed in a wind tunnel in order to draw inferences on the aerodynamical properties of the
real plane.

Modeling human societies is in some ways more difficult than modeling physical systems.
Above all, a human society consists of large number of individuals, none of whom acts in
simple and predictable ways. Social scientists can observe this complexity only partially. For
example, in this dissertation, we observe group concentration and an increased risk of conflict,
but not the steps in between. A model helps to relate these partial observations to each other
by filling in the missing “gaps”. Many social science models rely on a formal ontology where
the relevant objects of study – individuals or organizations – are represented as mathematical
entities. However, these formal models differ (i) with respect to the level at which this ontology
operates (i.e. the societal level, or the individual), (ii) with respect to their epistemology (i.e. by
solving the mathematical model analytically, or by means of simulation).

Early applications of models in the social sciences focused on aggregate quantities of so-
cial systems. Mostly developed by economists, these analytical macro-models used differential
equations (for an overview, see Gilbert and Troitzsch 2005). However, more complex systems
of interrelated differential equations are difficult and often impossible to solve analytically, so
computer simulation was increasingly applied to derive model predictions. The system dy-

namics approach became popular through the work of Jay Forrester at MIT, who performed
large-scale simulations at the global level, modeling the interactions of economic, political and
environmental systems. His work lay the foundations for Limits to Growth (Meadows et al.



76 5. SIMULATING A SPATIAL MECHANISM OF GROUP MOBILIZATION

1972) – an influential book commissioned by the Club of Rome, which assessed economic and
societal growth’s consequences on the depletion of natural resources. The conclusions of the
book were widely questioned, but system dynamics as a method continues to be applied, often
using the STELLA software package (Gilbert and Troitzsch 2005).

System dynamics models operate exclusively at the macro-level and hide the inner workings
of a society behind abstract equations. Game-theoretic models, in contrast, focus exclusively
on social actors (Osborne and Rubinstein 1994). A game is a strategic setting in which a small
number of decision makers interact. These actors are assumed to be rational individuals, i.e.
they choose the action that maximizes an expected outcome. However, the decisions of these
individuals are contingent on each other, and game theory provides the tools to derive the ex-
pected choices and the conditions under which they occur. This solution is found analytically.
However, for this to be possible, game-theoretic models must make strong simplifying assump-
tions. For example, games usually involve only a small number of actors, all of which are
assumed to be unitary (on this point, see also Chapter 2 for a discussion of game-theoretic mod-
els of ethnic conflict). Essentially, this means that when representing for example an ethnic
group as a game-theoretic actor, the group is assumed to make decisions in unison and is thus
treated as if it were a single agent. As Cederman (1997) argues, this assumption is often overly
simplistic and makes game-theoretic models unsuitable for the study of many social science
phenomena. This has led many scholars to employ less restrictive modeling approaches. These
approaches are mainly characterized by giving up the analytical solution concept used in game
theory in favor of a simulation approach. I turn to these agent-based models in the next section.

5.1.3 Agent-based Computational Models

Agent-based models (ABMs) are “artificial worlds populated by agents that interact in non-
trivial ways” (Cederman 2001, p. 16). These models differ from the above-mentioned system
dynamics approaches in that they focus on the individuals as causal agents. This is consistent
with methodological individualism as a way of explaining aggregate social outcomes. At the
same time, ABMs are less restrictive than game-theoretic models in their assumptions about
the agents and their interactions, because they rely on computer simulation to derive the results
of a model. Computer simulation is a particular modeling technique in which a system (for
example, a human society) is implemented as a computer program, which then executes the
behavior of the system over a number of time steps in order to generate certain outcomes of
interest (Gilbert and Troitzsch 2005). Before turning to a discussion of agent models in general,
I describe briefly an example of an ABM, since it nicely illustrates the core features of this
method that set it apart from other modeling approaches.
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One of the first “agent-based” models in the social sciences is the segregation model by
Schelling (1971, 1978), developed to explain racial segregation in urban neighborhoods. In line
with the agent-based paradigm, Schelling provides an explanation for a macro-phenomenon
(the segregation of neighborhoods) based on the choices of individuals. Unlike many of today’s
ABMs, the original model was not run on a computer. Instead, Schelling used a sheet of grid
paper, and randomly placed pennies and dimes in the cells. The coins represented agents of
two different groups. These agents made movement choices dependent on the their immediate
neighborhood: If an agent was surrounded by a sufficient number of agents of the same kind,
it would feel comfortable and would not move. However, if a certain threshold of members
of the other group lived near a particular agent, this would be a sufficient reason for this agent
to move to another free location in the grid. During a simulation run, agents were picked at
random and these then decided whether to move, as described above. From an initially mixed
settlement pattern (Figure 5.2, left), a set of large clusters of equal agents emerged (Figure 5.2,
right) – a segregated landscape. Given the setup of the model, it is not surprising that these
clusters emerged eventually. However, Schelling’s result showed that this happened even for
surprisingly high levels of tolerance. In other words, people do not have to be extreme racists
for urban segregation to occur.

(a) (b)

Figure 5.2: Screenshots of the Schelling segregation model at different times during a simula-
tion run. Each agent (shown as a square) belongs to one of two groups (dark or light grey). Left:
The pattern at the beginning of the simulation displays a high degree of mixing. Right: Over
time, homogeneous clusters emerge.

Schelling’s model has a number of features that are characteristic for agent-based models
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(Epstein 2006, p. 6-7): Agents are heterogenous, i.e. they prefer different neighborhoods; they
are autonomous in deciding where to move; they are located in an explicit space; they interact

locally, i.e. only with their neighbors; and they have limited rationality.

Why should an ABM like the Schelling model be useful to study group mobilization? As
the previous chapter has shown, there is some indication that group geography affects mobi-
lization for collective action, but we are unsure as to how this works. I have presented different
arguments that link group geography to interaction opportunities and group mobilization, but
so far this mechanism remains only loosely specified. What we need is a more stringent repre-
sentation of the hypothetical process which allows us to assess its logical validity, but also to
explore its boundaries, i.e. the conditions under which the relationship breaks down (Hoffmann
2008). This can be achieved using agent-based modeling.

As the name suggests, ABMs focus on the actors in a society. When modeling group mobi-
lization, we ideally want to have a computational representation of the group members involved.
Obviously, for this to be possible, many agent-based modelers choose to include only a small
group “population” in their model, because the representation of the entire group would not be
computationally feasible (see e.g. Bhavnani 2006; Srbljinovic et al. 2003). In these models,
however, empirical validation is more difficult since the artificial world created there needs to
be matched to the observed reality (see below for a more detailed discussion of this valida-
tion process). This is particularly so in the context of geographic settlement patterns. If we
claim the relationship between the spatial distribution of a group and conflict risk to be driven
by interaction opportunities in the population, the best possible test in a computational model
should rely on the real geography of a group, and not on an artificially created one. For that
reason, the model introduced below takes as input the group geography according to the GREG
dataset. In order to run a mobilization process on this real group geography, we must deviate
slightly from the ABM approach such that no individual agents, but rather small groups of them
are represented in the model. Whereas this gives up distinctive ABM features such as agent
heterogeneity and limited rationality, my approach retains the notion of an explicit space, local
interactions, and autonomy, according to Epstein (2006).

The approach of building a model based on theoretical premises and using it to explore the
boundaries of the proposed theory is not unique to ABM. What is distinctive, however, is that the
model derives its outcomes from a geo-referenced population of heterogenous groups of agents.
This process of “growing” a particular macro-level phenomenon – such as ethnic conflict – from
the interactions within an agent population has been termed a “generative” approach to social
science (Epstein 2006). If the proposed model is able to generate the observed outcome, the
implemented mechanism is a candidate explanation for the macro-level relationship we are
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interested in. The remainder of this chapter applies this generative approach to the study of
group mobilization and conflict.

5.2 Social Interaction and Group Mobilization

This and the following sections introduce a computational model that simulates the spread of
mobilization through a group population. The purpose of the model is to examine how the
spatial arrangement of a group population given by the settlement pattern affects the group’s
proneness to mobilization. The model operates on basic spatial units: the group cells. Starting
with a few extremists located in some of these group cells, over time mobilization spreads
to other cells. I assume that the proximity of two cells is positively related to the movement
of people between them and should therefore facilitate the spread of revolutionary ideas and
activity between them. The settlement pattern of a group – where people live, and how close
they are to each other – can then facilitate interaction and therefore mobilization, but can also
have a detrimental effect if the settlement pattern inhibits interaction. As a general tendency,
we should then see a higher probability of conflict involvement for groups whose settlement
pattern facilitates mobilization.

A best possible test of this proposed mechanism of mobilization “contagion” would require
us to collect large amounts of data on observable mobilization events, both over space and time
and also for different groups. I resort to a different way of assessing the empirical accuracy of
the model: I model the hypothesized mobilization process on real-world data using computer
simulation. The output of this model is a measure of the difficulty of group mobilization. In
other words, it tells us how thoroughly mobilization would spread through the group population
if the proposed mechanism was at work. What remains to be done is to compare this mobiliza-
tion measure to the empirical outcome: Are groups with a high mobilization speed indeed more
prone to conflict? This comparison is made statistically on a larger sample of groups, and is
described in the empirical section below.

Computational and formal models of group mobilization already exist in the literature.
Threshold models of collective behavior (Granovetter 1978; Kuran 1989, 1991; Chwe 1999)
provide an account of how the mobilization of an entire group can develop from a few initial
extremists. It is assumed that both benefits and costs of rebellion are assessed in terms of the
total number of people that have already joined the movement. However, the assumption that
people have complete information about the actual number of participants requires full connect-
edness across the population, which, as Granovetter (1978, p. 1431) himself mentions, is often
not realistic. This criticism applies especially to ethnic groups that usually cover large areas.
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Instead, an individual’s face-to-face contacts and social networks will be crucial in affecting an
individual’s participation decision. In Chapter 2, I have outlined three mechanisms by which
direct social interaction can foster the spread of mobilization from some individuals to others:
First, close interaction facilitates the socialization of individuals to common beliefs and values;
second, social interaction enables the flow of information about group action that is currently
being taken; and third, direct contact between individuals imposes social pressure on people to
participate.

The first effect – the social impact on individual motivation – has frequently been empha-
sized by scholars of collective action (see for example Tarrow 1994). People’s immediate net-
works have a high influence on their opinion, especially regarding participation in a social
movement. Social impact theory, developed in the 1980s primarily by the social psychologist
Bibb LatanÈ (Latané 1981; Nowak, Szamrej and Latané 1990), claims that the more proximate
(spatially) the peers who exert influence, the stronger the effect on an individual’s opinion. This
socializing effect is especially relevant in the context of ethnic mobilization: If a single group
member feels discriminated against, this is not a collective grievance until others feel the same,
and the group is collectively aware of it. Hardin (1995) reasons that repeated social interactions
are crucial for developing a shared feeling of discontent. Essentially, by fostering the develop-
ment of shared grievances in a group population, social interactions help prepare the motivation
for violent action. The second and third mechanism of spatial proximity on group mobiliza-
tion have practical consequences on the feasibility of rebellion. Lichbach (1995) examines the
“rebel’s dilemma” from a collective action perspective and emphasizes close interaction be-
tween participants as an advantage for a rebel organization. This is mainly due to the facilitated
flow of information and the exertion of social pressure. The flow of information in a group helps
to reduce organizational costs for collective action, which facilitates the organization and coor-
dination of activities. Also, information about the current state of participation in a movement
encourages others to join as well (Granovetter 1978; Kuran 1989). At the same time, closely
linked participants can monitor contributors and non-contributors much better and thus provide
rewards or apply punishments effectively. In general, spatial proximity between participants is
likely to have practical advantages for a movement.

In sum, direct social interaction is important for conflict mobilization, and this is also what
the empirical analysis in Chapter 4 suggests. However, how does the geographic settlement
pattern of a group affect its interaction opportunities, and ultimately the difficulty of mobiliza-
tion? In the present chapter, I examine the spread of mobilization through the group population
on a fine scale, i.e. between small basic geographical units, corresponding to cities or villages.
Within these small units, I assume that there is a sufficiently close interaction between people
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that facilitates mutual radicalization of individuals, but also the monitoring of defectors not
willing to join a movement. This essentially means that we can assume that a population in a
single unit acts in unison, such that these locations constitute the set of basic units across which
mobilization spreads. However, how does mobilization spread between these units?

There are different candidate mechanisms that could account for this spread, and we can
roughly distinguish between two broad categories. First, non-spatial explanations claim that
communication between group members provides sufficient interaction to establish loyalties
and facilitate group cohesion (Warren 2007). For these explanations, what matters is the flow
of information through media and telecommunication networks, and to a much lesser degree
the personal interaction of individuals. If a non-spatial mobilization process was at work, we
would see conflict mobilization to spread through the population, but there would be no spatial
proximity of the affected locations. This is different from what is typically called a spatial
diffusion process (Hägerstrand 1967). Here, the spread through a group population explicitly
follows a spatial pattern such that the diffusion typically occurs between spatially proximate
locations. In a spatial diffusion process, group mobilization is driven by direct social interaction
between individuals rather than indirect communication between group members.

I argue that it is more accurate to conceive of the spread of mobilization as spatial dif-
fusion mechanism. The mechanisms introduced above and in Chapter 2 suggest that spatial
proximity of individuals matters for mobilization to spread. This is consistent with evidence on
other group processes, as for example the spatial diffusion of innovation. In his famous study,
Hägerstrand (1967) showed that the spread of a technological innovation follows a geographic
pattern, with the presence of adopters at a particular location making it likely to trigger adoption
nearby. If group mobilization is indeed driven by direct social interactions, its diffusion should
resemble a spatial mobilization process, with the spread of mobilization from one location to
the other driven by the exchange of people between two locations. These people bring with
them not only the revolutionary ideas, but also information about current and future rebellious
activities. At the same time, they are able to exert social pressure on their peers as to make them
participate. In order to approximate the exchange of people between two locations, I draw on
Zipf’s (1946) results on the intercity movement of persons. He showed that the number of peo-
ple traveling between two cities is proportional to the populations of both cities, and inversely
proportional to the distance between them. Correspondingly, the strength of the social influence
between two locations should be greater the more populous these locations are, but decline with
distance. This reflects our intuition: If there are two major cities located close to each other,
there will be a lot of traveling between them, and revolutionary activity will spread quickly from
one place to the other. However, consider the example of two small villages on opposite sides
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of a group territory. If a group of people from one village decide to take violent action on behalf
of the group, this activity is unlikely to spread to the other village.

Even though it is applied here at a fairly high resolution, the gravity model of interaction
has been found to be consistent with a variety of phenomena in the social sciences also at a
larger scale. Most of this research has focused on states as the main actors. For example, trade
flows between states tend to follow a a relationship given by the gravity model, such that more
proximate states trade more (Isard 1954). However, negative interactions between states also
appear to be governed by a gravity-like effect. In Chapter 2, I outlined different works that link
geographic proximity to a higher likelihood of conflict (Starr and Most 1978; Starr and Thomas
2002; Gleditsch 2002; Buhaug and Gleditsch 2006). Again, the core of the explanation is that
geographic proximity facilitates interaction and thus creates opportunities for states to fight.
Also, the likelihood of conflict is influenced by the size of states in a dyad. This argument is
spelled out in detail in Boulding (1962), where he states that stronger states might be able to
project their power over larger distances, thus allowing them to fight wars with more distant
states, which again increases the number of potential opponents. A joint test of the distance and
size of countries was done by Hegre (2008) who found a strong effect on conflict risk, following
a gravity model.

Coming back to the more local interaction I focus on in this chapter, we can hypothesize
that mobilization spreads geographically from a few extremist locations through the population
of the group, similar to Hägerstrand’s (1967) model of the geographic spread of innovation. I
implement the influence between these locations as following a gravity model. The next section
introduces this model in detail.

5.3 Simulating Group Mobilization in Space

5.3.1 Introducing the Model

The mobilization model is based on the assumption that mobilization geographically spreads
through the settlements of a group population. It operates on a set of locations C = {c1, ..., cn}
with given populations s(c1), ..., s(cn). The settlements are located at a certain distance from
each other, denoted by d(ci, cj). At a given point in time, each of these settlements is either in
state “mobilized” or “unmobilized”. I refer to the set of mobilized and unmobilized cities as M
and U , respectively. Obviously, M ∩ U = ∅ and C = M ∪ U . The model starts with an initial
set M0 of mobilized settlements, and then simulates the spread of mobilization to the remaining
ones U . In the following, I introduce the initialization phase and the subsequent mobilization
phases in detail.
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Initialization phase

During the initial phase of the model, a certain proportion of locations is selected at random to
represent mobilized locations. All other locations are set to “unmobilized”. The percentage of
mobilized locations is kept low: If chosen too high, almost the entire group would be mobilized
initially, and no geographic spread would take place. On the other hand, if the initial value is
too low, the result would be very few initially mobilized locations, and there would not be any
geographic spread, either. I experimented with three different values of this model parameter:
0.03, 0.05 and 0.1. Since the initially mobilized locations are chosen at random, it necessary to
perform multiple runs with different random seeds in order to remove the dependence of model
results from initial conditions. See below for a description of the model evaluation.

Mobilization steps

In each time step, an unmobilized city is selected randomly fromU and is evaluated according to
whether it should switch its status to “mobilized”. This decision is made based on the influence
of the other settlements of the group. As I argued above, the influence of another settlements
is proportional to the movement of people. As described in Zipf (1946), the number of people
traveling between two cities is proportional to the sizes of the cities, and inversely proportional
to the distance between them. In the notation introduced above, the mobilizing influence of city
ci on city cj is therefore given as

I+
i,j =

s(ci)s(cj)

d(ci, cj)
. (5.1)

However, apart from transmitting radical ideas from one location to another, intercity move-
ment can also inhibit mobilization. In other words, the connectedness of a settlement to many
others which do not share rebellious ideas might prevent this settlement from becoming radi-
calized itself. This inhibiting influence is also hypothesized to be proportional to the exchange
of people between the cities as introduced above.

To summarize, the total mobilizing influence I+ on an unmobilized settlement c is simply
the sum of all mobilizing influences

I+ =
∑

m∈M

s(c)s(m)

d(c,m)
(5.2)

and correspondingly for the total inhibiting influence,

I− =
∑

u∈U−c

s(c)s(u)

d(c, u)
. (5.3)
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The probability of the selected settlement c flipping from “unmobilized” to “mobilized”
takes into account both the mobilizing and inhibiting influences of all the other group settle-
ments. It is assumed to be proportional to the ratio of the total mobilizing influence I+ to the
total influence I+ + I−. This mobilization procedure is repeated for a fixed number of time
steps, which is a multiple of the total number of cells a group occupies. This ensures that on
average, cells of larger groups have the same probability of being activated during the mobiliza-
tion process as cells of smaller groups. This multiple constitutes the second parameter of the
mobilization model. In my experiments, I used three different values (3, 5 and 8), meaning that
each group cell would be activated on average 3, 5 or 8 times.

Model Output

The purpose of the model is to examine how well mobilization can spread through the group
population. An indicator for this is the proportion pmob of mobilized locations, simply defined
as

pmob =
|M |
|C|

. (5.4)

In summary, the model works as follows. The behavior is guided by three parameters: First,
the proportion of initially mobilized locations (0.03, 0.05 and 0.1); second, the number of times
a location is activated (3, 5 and 8); and third, the seed of the random number generator used for
this model run. I perform a full evaluation of the entire parameter space, repeating each run for
100 different values of the random seed. This results in 900 realizations of the diffusion process.
For evaluation purposes, I computed the average of pmob across all different random seeds. As
the tight linking of the model to geographic data (see next section) entails high computational
requirements, it was beneficial to keep the number of model runs within a feasible range.1

5.3.2 Running the Model on Geographic Data

Computational models have been used for a variety of purposes. Surprisingly, there is little
consensus in the community of modelers as to whether a model should be empirically vali-
dated, and if so, how this should be done (Moss 2008; Windrum, Fagiolo and Moneta 2007).
However, how can models be helpful to social scientists – whose aim is to explain some so-
cial phenomenon – if no attempt is made to link the model to reality? To be sure, the linking
of a model to the social reality can be done in a variety of ways, and in different degrees of
detail. An important distinction can be made according to whether only the model input, the

1The full parameter sweep took about 10 days to complete on an Intel Core 2 Duo Processor (2.4 GHz).
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model output, or both are used in comparing the model to the real world. An example of the
first kind are agent-based models that use interview data from stakeholders to specify decision
rules which guide agent behavior (Bousquet et al. 1999). Cederman (2003) is an example of
the second kind, since the output generated by his model is compared to an observed empirical
regularity: the distribution of war sizes.

The model presented in this chapter is an example of the third kind, since both the model
input and the model output are tightly linked to the social reality. Real-world geographic settle-
ment patterns of ethnic groups are used as model input and provide the space in which the group
mobilization is simulated. Two types of data are required as model input: data on the primary
settlement regions of the marginalized ethnic groups, and data on the population distribution in
each group territory. Data on the settlement regions of groups is taken from the GREG project,
introduced in Chapter 3. I employed a rasterization procedure to obtain group information for
raster cells as fixed spatial units. The result of this process is a raster dataset with a resolution
of roughly 30x30 km where the raster cells are occupied by the predominant groups. These
raster cells constitute the basic spatial units C on which the model is run. Data on population in
the group cells is taken from the Gridded Population of the World dataset, released by CIESIN
(2005). The distance d(ci, cj) between two settlements is computed “as the crow flies” on a
spherical earth. Figure 5.3 illustrates the group geography that is used as model input.

5.4 Empirical Test of the Model

Above, I set out the dual validation strategy for the mobilization model, so that both input
and output of the model are tightly linked to reality. The initialization of the model with the
“real” group settlement patterns constitutes the first part of this strategy, with model input that
is directly based on empirical data. This section describes the second part of the empirical
validation. Having simulated a hypothetical mobilization process with a computational model,
we now must test whether higher mobilization rates as predicted by the model are indeed related
to a higher likelihood of conflict. Obviously, the relationship between mobilization rate and
conflict is not deterministic, so we do not expect all mobilized groups to exhibit conflict in
order for the model to find empirical support. Instead, the relationship should be probabilistic
such that a higher group mobilization as computed by the model is related to a higher risk of
conflict. I test this relationship statistically, again using the data from Buhaug, Cederman and
Rød (2008) on conflict involvement at the group level. This dataset was already introduced in
Chapter 4. It codes political status (included vs. excluded), conflict involvement and a set of
demographic and geographic variables for a sample of politically marginalized ethnic groups,
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Figure 5.3: Example: Rasterized representation of the Kurds in Iraq. The cells constitute the
set of basic units C of the mobilization model. The cell shading indicates the population s(ci)
according to the Gridded Population of the World dataset, where darker shading corresponds to
a higher number of people. The line shown in the figure depicts the distance d(ci, cj) between
two cells, measured between their centroids.

currently covering Europe and Asia. In this analysis, I use the cross-sectional version of the
Buhaug et al. dataset, where each observation corresponds to an ethnic group.

5.4.1 A Cross-validation Procedure for Parameter Selection

The model as introduced above has two main parameters: the initial proportion of mobilized
locations, and the number of times a cell is activated during the model run. Before we proceed to
a statistical evaluation of the computed results, we need to select a particular parameter setting
to be used for the evaluation. How should this be done? Obviously, selecting the parameters
so that they maximize the expected correlation between the mobilization rate and conflict is not
particularly informative, as it reduces the whole task to a model-fitting exercise that cannot tell
us anything about whether the proposed mechanism has some generality.2 A better strategy is
cross-validation, where the sample is split into n folds. For each of these folds, the model is
then run on n − 1 folds, and evaluated on the n-th fold (see e.g. Witten and Frank 2005). This

2Despite this obvious drawback, there are still examples of this strategy (see e.g. Lim, Metzler and Bar-Yam
2007).
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way, we obtain an out-of-sample evaluation of the model; in other words, the set of cases for
fitting and testing the model are disjoint.

In order to apply a cross-validation strategy to select the parameters for the evaluation of
the mobilization model, I proceed as follows. I randomly split the full sample into two folds.
These sub-samples are stratified; in other words, each of the folds contains the same proportion
of conflict cases (about 9.5 percent). I then select the parameter values that maximize the
correlation between the mobilization rate and conflict on the first sample, and use them to
compute the mobilization rate on the second sample. This procedure is repeated in reverse
order, with parameters selected on the second sample used for computing the mobilization rates
on the first sample. This procedure ensures that the model parameters are optimized based on a
set of cases different from the ones used for evaluation. Having computed the mobilization rate
for each group in this way, I test the explanatory impact using regression analysis.

5.4.2 Results

Due to the GREG rasterization procedure applied to the vector dataset, the number of cases
in the present analysis is lower than the original one, since very small group occurrences in
a country are not included. The final dataset consists of 544 groups from 57 countries, as
compared to 867 groups in the original dataset. As mentioned above, I employ a cross-sectional
design, comparing groups across the entire post-WWII period. More precisely, the dependent
variable takes a value of 1 if a group was in involved in violent ethnic conflict in the post-World
War II period through 2005.

The mobilization rates computed by the model range from 0 to 0.82, with a mean of 0.39.
In other words, on average about 40 percent of the group cells are mobilized once the model
terminates. I first conduct a bivariate comparison, examining how mobilization rates obtained
with the model relate to the occurrence of conflict. In order to do so, I split the sample into low
and high values of mobilization (median split at 0.56) and count the conflict/no-conflict cases
in the respective subsets. Table 5.1 shows the results.

Low mobilization High mobilization
No conflict 259 232
Conflict 14 39

Table 5.1: Bivariate comparison between mobilization rates and conflict.

The results in Table 5.1 provide some preliminary support for the proposed mobilization
mechanism, as high mobilization rates tend to correspond to a higher conflict risk. Among
the 53 conflict cases, more than 70 percent are groups with a high mobilization rate. Whereas
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in the subset of groups with low mobilization only about 5 percent are eventually involved in
violent conflict, this number almost triples in the high mobilization subset. It is worth taking
a closer look at a few cases which the model identifies as low- or high risk cases. Among the
correct positive classifications (high mobilization and conflict) are the Ossetians in Georgia.
During and after the breakup of the Soviet Union at the end of 1980s, antagonism between the
Ossetians and the titular majority, the Georgians, grew increasingly violent up to the level of
ethnic civil war (Cornell 2002). The settlement pattern of the Ossetians in Georgia favors quick
mobilization: the model computes an average score of 0.78 with a standard deviation of 0.288
across all 100 runs. Also a correctly predicted case are the Kurds in Turkey, who have been in
conflict with the Turkish government for many decades. They also receive a high mobilization
score of 0.67 with a standard deviation of 0.062. There are also a high number of correct
negative classifications (upper left cell in Table 5.1). For example, the Polish community in
Lithuania gets a low mobilization rate (0.37, standard deviation 0.35). Even though the Poles in
Lithuania have a regional base in the Vilnius region, there are also many settlements close to the
border with Belarus (Fearon and Laitin 2006), which accounts for the slow mobilization rate
computed by the model. Also among the correct negative classifications is the Uzbek population
in Kazakhstan with a mobilization score of 0.49 (standard deviation 0.31). The Uzbeks have
a settlement pattern unfavorable for mobilization, as they are spread out along the border with
Uzbekistan.

However, Table 5.1 clearly shows that the model gets a number of cases wrong. Among
the false negatives is the case of the Chechens in Russia who end up in the “low mobilization”
category, but who have been involved in a devastating civil war for years. Still, the Chechens
have a mobilization score of 0.52 (standard deviation 0.29), so they just fall short of the thresh-
old for high mobilization. Another case that also fails to be correctly identified are the Tamils
in Sri Lanka who are involved in a still unresolved military conflict against the state. Their
mobilization score is 0.55 (standard deviation 0.28), indicating again that the model is not far
off. There are also a high number of false positives, including for example the Kazakhs, the
largest ethnic minority in Mongolia. The Kazakhs appear to have a settlement pattern favorable
for mobilization, as the computed mobilization rate of 0.66 (standard deviation 0.168) shows.
However, relations between the Kazakhs and the Mongolian government have not shown a trace
of conflict (Levinson 1998). Another false positive is the Azeri population in Georgia (mobi-
lization rate 0.59, standard deviation 0.32), who have remained peaceful despite the number of
violent conflicts the Georgian government has fought against other minorities (Cornell 2002).

In the following, I will subject the model results to a more thorough multivariate test. Be-
sides the main independent variable of interest, the model also controls for the total number
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of group cells, in order to exclude any effects that might be due to the group size rather than
mobilization spread, as hypothesized above. Also, I include the following independent vari-
ables from the original study: the dyadic power balance between the group and government;
a population-weighted logged distance measure of the group’s territory to the capital; and a
measure of roughness of terrain of the group’s territory, computed from elevation data. Fur-
thermore, I add two measures at the country level: logged GDP per capita values and a dummy
variable for democracy based on Polity IV, either for 1950 or the year of independence if the
state was formed after 1950. I employ logit models to test the influence of mobilization rate on
ethnic conflict. Standard errors are clustered by country to control for possible dependency of
conflict observations. The results are given in Table 5.2.

(1) (2) (3)
Mobilization rate 2.55** 1.83*

(0.77) (0.89)
Total number of cells -0.00 -0.23

(0.10) (0.14)
Power balance 0.72** 0.73**

(0.12) (0.15)
Capital distance 0.68** 0.74**

(0.21) (0.25)
Mountains 1.24* 1.07

(0.55) (0.56)
GPD p.c. -0.20 -0.18

(0.20) (0.20)
Democracy 0.92* 0.97*

(0.39) (0.40)
Constant -2.68 -3.44** -3.41

(2.10) (0.41) (2.24)
Observations 535 544 535
Log-likelihood -121.70 -155.15 -113.17

Table 5.2: Logit regression results. Dependent variable: conflict occurrence. Standard errors
are given in parentheses. **p < 0.01, *p < 0.05.

Model 1 repeats the original analysis in Buhaug, Cederman and Rød (2008) with my re-
stricted sample. The results are consistent with those reported in the original article. Power
balance has a positive effect, so the larger the marginalized group in relation to the ethnic group
in power, the higher the risk of dyadic conflict. The distance of a group from the capital also
has a positive effect, as in the original study. Terrain roughness also seems to foster conflict,
as indicated by the positive coefficient of the “Mountains” variable. Economic performance as
measured by GDP seems to have no effect, but the positive and significant sign of democracy
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is somewhat counter-intuitive to our expectations. Model 2 includes the mobilization rate from
the computational model, as well as the number of cells as the only control variables. Here, the
mobilization rate of a group is positively related to conflict risk and strongly significant, which
lends preliminary support to my hypothesized mechanism of group mobilization. In Model 3, I
include my variables and the ones from the original analysis. It shows that the effect of mobi-
lization found in Model 2 persists in the presence of the other control variables. The effect of
the mobilization rate on conflict corresponds to a three-fold increase in the predicted probability
of conflict (from 0.05 to 0.16), when increasing the mobilization rate from the 5th to the 95th
percentile while keeping all other variables at their mean values.

5.5 Chapter Summary

In this chapter I have provided a more detailed account of the opportunity mechanism linking
geography and conflict, which was introduced in the previous chapter. I proposed a mechanism
of ethnic mobilization on a spatial dimension. This mechanism operates on small raster cells as
the elementary spatial units of a group. In the model, mobilization initiated by a few extrem-
ists spreads geographically to other, previously unaffected settlements. This simulated spread
is dependent on the interaction between the settlements, which is approximated by the number
of people traveling between the them. For certain groups, the settlement pattern should favor
mobilization and therefore conflict involvement of that group. A full test of the proposed mech-
anism would require data on outbreaks of violence, both over space and time and for different
groups. Instead, I used a computational model to artificially “mobilize” a group and to generate
a measure for the observed rate of mobilization. The model operates on real geographic data
about a group’s region and its population distribution. The relation of mobilization speed to
conflict was then assessed in a statistical analysis. The results presented here again show that
the opportunity-driven mechanism linking group geography and conflict seems to matter a lot.
The output from the computational mobilization model is significantly related to conflict risk.
More specifically, all others being equal, a group geography that facilitates interaction between
group members puts the group at a higher risk of conflict.

This chapter has shown how computational modeling can be used for the empirical testing
of hypothetical mechanisms. Although my empirical test only looks at the “input” (group geog-
raphy) and the “output” (conflict) side of a process (Hedström and Swedberg 1998), the black
box in between the two is made explicit. However, the model also generates predictions for
the intermediate steps of a process, which could be compared to empirical evidence if data is
available. In general, the computational approach to the empirical testing of mechanisms has
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some advantages. For example, if one were to revise the hypothesized mechanism, it could
easily be implemented and subsequently subjected to empirical testing without a new collection
of data. Therefore, a computational model can be considered as an operational specification of
a mechanism because it is able to generate the consequences of the mechanism accurately and
systematically.
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Chapter 6

Settlement Patterns and the Location of
Violence

THE preceding two chapters presented an analysis of the impact of settlement patterns on eth-
nic conflict at the group level. More precisely, by comparing groups’ spatial distribution, I

showed that the interaction opportunities for group members enabled by geography make cer-
tain groups more prone to violence. In this chapter, I narrow the geographic perspective. Rather
than studying the conflict involvement of ethnic groups, I examine how settlement patterns de-
termine the location of violence. In other words, this chapter analyzes where violence is applied
once a conflict has started.

Analyzing the location of violence in civil wars is not new, but has witnessed a surge of
interest recently. An example of an earlier analysis of the location of fighting is McColl (1969)
who studies the spread of rebellious activity from single rebel strongholds to larger areas. How-
ever, due to the development of new approaches, methods and data, new works in the field allow
for new insights into the dynamics behind civil war violence. Most importantly, the applica-
tion of GIS software (see Chapter 3) makes it possible to perform large-N comparisons where
studies would normally be limited to a few cases. Buhaug and Gates (2002) is one of the first
studies to apply this method, and tries to explain the location and geographic scope of a con-
flict. More recently, Buhaug and Rød (2006) study the location of civil war violence in Africa
by using artificial 100x100 km grid cells as the unit of analysis. At an even finer scale, the
development of geographically referenced conflict event data (Raleigh and Hegre 2005) makes
it possible to study the determinants of violence down to the level of individual settlements.
Using these new data, Hegre and Raleigh (2006) find that violence is likely to occur in regions
with an intermediate population density.

However, to my knowledge there have been few systematic attempts thus far to study the

93
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micro-mechanisms between geographic group configurations and violence in ethnic conflicts.1

An exception is the analysis by Melander (2007) who tries to explain the location of ethnic
cleansing. The almost absolute lack of literature on this topic is surprising, given that there
is both a theoretical and practical need for research. Theoretically, from the above-mentioned
studies, we know how population, local economic performance and other local determinants af-
fect the risk of violence, but little attention has been given to the spatial distribution of groups as
the driving force of where conflict erupts. If the geographic pattern of violence is partly affected
by group geography – as this chapter argues – studying the location of ethnic violence is key to
understanding the strategic motives of actors in these conflicts. Like states as the main actors in
international conflicts, ethnic groups might follow strategic considerations in deciding where to
fight. These theoretical insights are also relevant for practical reasons. First of all, intervention
strategies – whether military or not – would benefit from geographic risk assessments. If certain
locations are considered at risk due to their strategic position on the ethnic map, measures could
be taken to prevent or mitigate conflict at these locations. No less important is the question of
territorial “solutions” for ethnic conflict. For example, Kaufmann (1996) advocates territorial
partition as a possible solution to intractable ethnic hostilities. This recommendation has gen-
erally been met with criticism. For example, in his statistical test of the partition argument,
Sambanis (2000) finds no evidence that partitions help prevent civil wars from recurring. Along
similar lines, Laitin (2004) warns against underestimating post-separation conflicts, which are
more likely to occur if territorial concentration has been consolidated by the forceful partition
of groups. Most importantly, without a detailed understanding of the relationship between the
territorial distribution of groups and the application of violence, it is difficult to predict whether
externally imposed partitions will lead to a mitigation or even termination of hostilities.

This chapter starts by introducing the theoretical foundations that drive the location of eth-
nic violence. I argue that competing territorial aspirations of groups determine where violence
is applied. The general logic is that violence will occur if a particular location is claimed by
more than one group as part of their greater territory. The clashing claims that ethnic groups
make over a location is what I call “ethnic contestation” at that location, and it constitutes my
key explanation for the effect of group geography on violence. Ethnic contestation makes “reg-
ular” war between the groups’ armed forces more likely, since groups want to secure control of
these units. At the same time, contested units should be the ones that suffer from systematic
violence against civilians. More precisely, since these units are of high importance to the com-
peting groups as part of their future territory, this is where ethnic cleansing is likely to occur.
The subsequent parts of this chapter present an empirical test of this theoretical argument. An

1I do not count here the analysis by Lim, Metzler and Bar-Yam (2007) since case selection and method are
problematic, which makes the results questionable.
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analysis of the location of ethnic violence requires much more detailed data of ethnic settlement
patterns than the group-level analysis presented in the previous chapters. For that reason, I test
my hypotheses on a sample that is limited in geographic scope, but measures group geography
and violence at a fine-grained level. My dataset on settlement patterns in Bosnia, introduced in
Chapter 3, serves as the basis for this study. Based on these data, I compute a measure of the
strategic aims of groups, which is then tested in a spatial regression analysis of the occurrence
of ethnic violence at the municipality level. The analysis of the consequences of violence with
respect to the spatial distribution of groups is continued in the next chapter, where I examine
the effect of conflict on territorial changes.

6.1 Clashing Territorial Claims and the Application of Vio-
lence

How does territory affect the application of violence? In Chapter 4, I argued that there are two
potential mechanisms linking the spatial distribution of a group to its potential for conflict – first,
a motivation mechanism where territorial concentration makes groups more likely to fight for
it, and second, an opportunity mechanism that relates concentration to the group’s potential for
mobilization. The two previous chapters have shown that there is empirical support for the latter.
In the present chapter, however, I move from a monadic setting of groups as the unit of analysis
to a dyadic one, studying how territorial relationships between groups affect conflict. From this
dyadic perspective, it is worth going back to the motivational arguments about the importance
of territory to groups. Chapter 2 mentioned the different material- and non-material reasons that
determine the close link between groups and “their” land. Territory matters for groups because
the control of it secures access to resources (Hensel 2000). Moreover, a group’s settlement area
is often an integral part of its identity (Smith 1986). The control of a “homeland”, as Toft (2003)
emphasizes, is crucial for the survival of a group identity.

Under which circumstances can territorial issues incite violence? Chapter 2 introduced two
types of ethnic conflict, which I labeled “asymmetric” and “symmetric”. For each type of
conflict, the role of territory in determining violence is likely to be different. In an asymmetric
conflict that corresponds to the classic definition of a civil war, a comparably small and weak
ethnic minority group is pitted against the government of the state it lives in. The government
exerts authority over the group’s territory, which is challenged by the group. In this type of
ethnic conflict, it is not the extent of the “homeland” of the group that is under dispute, but the
control over it. Consider for example the ethnic conflicts in Georgia since the end of the Cold
War. Both the Abkhaz and South Ossetian minorities live in “their” administrative units, the
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borders of which are reasonably well defined. The conflict between these minorities and the
Georgian government is mainly about the control of these units (Cornell 2002).

However, this is different for “symmetric” ethnic wars, which resemble an all against all
situation with equal actors. During periods of state failure when there is no central author-
ity guaranteeing the peaceful co-existence of groups, the groups themselves are responsible
for their own security (Posen 1993a). Other groups are perceived as a threat, and preemptive
measures are taken as a reaction. In such a setting, the territorial logic is different from the
aforementioned asymmetric type of conflict. In the absence of a strong state that guarantees
inter-ethnic boundaries, the definition, securing and defense of these boundaries is likely to be-
come an issue of high priority for groups. This is especially problematic in cases where group
territories are not clearly demarcated: in these cases, groups will fight over the extent of territory
(i.e. its boundaries), rather than control over a predefined area.

The process of the violent formation of inter-ethnic boundaries in symmetric ethnic conflicts
is the focus of this chapter. More precisely, in a security dilemma condition of all against
all, I examine which locations ethnic groups choose to fight for. According to Posen (1993a),
security dilemma conflicts occur during the breakup of multi-ethnic states, and groups fight with
the prospect of eventually creating new state entities from their territories. During this process,
the question is what the spatial extent of these entities will be. Key to the understanding of
ethnic boundary formation is an assumption that might seem tautological at first: Ethnic groups
recognize “their” territory by the location of their ethnic kin. Consequently, groups will try to
align a territory that includes all locations in which members of their group live. This strategy
can be easily implemented as long as we deal with cases in which ethnic regions are clearly
separated, but is likely to prove difficult in ethnically mixed areas. What if an area is inhabited
by more than one group? Since more than one group will claim the territory as theirs, disputes
over the ownership of the territory are likely to arise.

The general question this chapter examines is how these clashing territorial claims relate to
the occurrence of violence. In a security dilemma situation, groups fight with the goal of cre-
ating ethnically pure successor states. However, for these states to be viable, their boundaries
must follow some basic principles, most importantly that the territory be contiguous. It is obvi-
ous that a state with territorially isolated enclaves will face enormous difficulties in defending
them (Posen 1993a; Kaufmann 1996). Also, a contiguous territory ensures economic benefits
because of uninterrupted communication and transportation routes (Melander 2007). For that
reason, groups will take into account the position of a location relative to the larger group terri-
tory. Consider a province with a high population share of a particular group A. If this province
is situated close to a larger region where group A is clearly dominant, A would be more likely
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to claim that province than if the province were surrounded by mixed areas and thus could not
easily be added to A’s larger territory. Consequently, when choosing which of its populations
to include in the future state, an ethnic group should tend to favor those that constitute a core
territory, and those that are close to it. This strategy will not lead to disputes if only one group
raises claims to a particular location. However, if there are two (or more) groups demanding
control over a unit, this might trigger the process of violent conquest and cleansing described
above. What I call ethnic contestation at a location is the degree to which two or more groups
aspire to occupy the same territory.

How does ethnic contestation trigger violence? For each of the groups laying claim to a
particular location, the goal is to eventually add that location to their greater territory. To this
end, two steps are necessary. First, one group must establish control over the unit, and second,
the winning group must cleanse the unit of the enemy group population. At each of these stages
we are likely to see a different type of violence. The first stage is characterized by violence
between armed groups. If groups disagree with regard to the ownership of a unit, both sides
are likely to bring in their military forces to take over the unit. The first stage of these violent
confrontations over territory therefore resembles interstate conflicts, with armed forces trying
to secure territorial control (Holsti 1991; Huth 2000). Consequently, in locations where group
demands clash, we should see two-sided violence between armed forces.

However, when control of a location has been established, the process of ethnic cleansing
begins (Bell-Fialkoff 1993). Groups will try to set the boundaries of their territory such that
they include all of their kin, but at the same time as low an alien population as possible. Ethnic
cleansing strategies are employed to achieve the latter. The cleansing of populations from an
area can take a variety of forms, from active discrimination of single persons – short of physical
violence – to the genocidal extermination of entire populations (Mann 2005, p.12). Indeed,
violence plays a crucial role in ethnic cleansing. In contrast to two-sided violence which is likely
to occur during the conquest of a location, the violence at this stage is one-sided, perpetrated
by the armed forces of the dominant group against the civilian population of the group to be
expelled.

We can now state the relationship between ethnic contestation and the two types of violence
described above. First, ethnic contestation should lead to two-sided violence, since the groups
that consider a location to be valuable for them will try to secure control over it. As outlined,
this should lead to violent interactions between the groups’ armed forces. Therefore,

H1: The occurrence of two-sided violence should be higher at locations with a high
degree of ethnic contestation.

A similar relationship should hold for one-sided violence. If locations are likely to be added
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to a larger territory of a group, the dominant group will try to expel members of enemy groups.
As described above, this can happen by different strategies, one of which is violent ethnic
cleansing. One-sided violence and violent ethnic cleansing are not exactly the same, as one-
sided violence can also be carried out for reasons other than the creation of ethnically homoge-
nous areas. In general, however, we should see more violence against civilians at locations
where there is high ethnic contestation. Correspondingly,

H2: The higher the degree of ethnic contestation at a location, the more one-sided
violence we should see.

According to the theoretical perspective presented in this section, territorial configurations
of ethnic groups where violence is applied. In short, this process works as follows: In a security
dilemma situation, ethnic groups aim to create ethnically pure territories that include all their
ethnic kin. This causes territorial ethnic contestation if two groups claim a location to be part
of their territory. Ethnic contestation leads to violent military confrontations between groups in
their attempts to secure control over the unit (H1). Similarly, ethnic contestation favors violence
against civilians as a means to cleanse the unit (H2). I now proceed to the empirical analysis of
these considerations.

6.2 Ethnic Contestation and Conflict in Bosnia

This section subjects the hypotheses presented above to an empirical test. I start with a descrip-
tion of the dataset and the indicators, and then proceed to the regression analysis.

6.2.1 Case Selection and Data

For my empirical analysis, I select the conflict in Bosnia from 1992-1995 for two reasons.
First, the conflict is a prime example of a territorial ethnic conflict of all against all, with three
major groups fighting for territorial gains in the absence of a powerful central authority. The
second reason for selecting Bosnia is data availability. In order to examine changes in the ethnic
map, my analysis requires both pre- and post-conflict data on the spatial ethnic distribution. As
discussed in Chapter 3, many existing datasets on ethnicity are not sufficiently detailed to allow
for a fine-grained analysis of settlement patterns and the location of conflict. However, due
to the inclusion of ethnic variables in the state census, the case of Bosnia provides us with
information on group distributions at the municipality level, which I linked to a map of these
municipalities as described in Chapter 3. The high data requirements rule out other potential
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cases my analysis could have been applied to. For example, the conflict in the Caucasus region
of Nagorno-Karabakh largely displays features of an symmetric ethnic conflict between the
Armenian and Azeri populations (Melander 2001). The 1915 Armenian genocide in Turkey is
another example (Mann 2005). However, since both of these cases lack precise data about the
spatial distribution of ethnic groups, the Bosnian case is the best possible choice.

Estimates for the conflict activity in a particular unit were obtained from ACLED, the Armed

Conflict Locations and Events Dataset (Raleigh and Hegre 2005). This dataset lists reported
confrontations between the fighting parties in a civil war, along with the date and the spatial
coordinates of the event. ACLED distinguishes between different types of events. Types 1–
3 includes confrontations between armed groups, both with or without territorial transfers. I
used events from these categories to compute my variable for two-sided violence. Type 7 in
ACLED corresponds to events of one-sided violence, perpetrated by armed forces against non-
combatants. The events of this category constitute the basis of my one-sided violence variable.
Using GIS software, I counted the number of events for each municipality in order to obtain a
measure for one- and two-sided violence. For the former, the number ranges from 0 to 31, with
a mean of about 1.1. The latter ranges from 0 to 34 with a mean of 3.7.

6.2.2 Computing an Indicator of Ethnic Contestation

Strategic ethnic contestation arises when two ethnic groups lay claim to a region because they
consider it to be part of their greater territory. Thus, the computation of an indicator for ethnic
contestation consists of two steps: First, we must measure the strategic importance of a unit for
each of the ethnic groups. This number should indicate how well the given unit fits into the
larger territory of the group. Second, we must combine the measures of the territory’s impor-
tance to each of the individual groups into a single indicator for strategic ethnic contestation in
a unit. This indicator should detect a clash in group demands, i.e. if more than one group lays
strategic claims to this unit.

I first turn to the question of how to measure the strategic importance of a unit to a particular
group. A unit has strategic importance to group A if it can easily be added to A’s larger group
territory. This is only the case if (i) there are other significant populations of A living nearby
to which the respective unit can be added, and (ii) if the unit itself has a sufficiently large
population of A. By the same token, the unit should have lower importance to A if it is primarily
surrounded by populations of some other group B, or the unit itself has a high share of B. I
therefore measure the strategic importance of a unit to A by multiplying two factors: first, the
average of A’s population shares in the unit’s neighbors, and second, the population share of A
in the unit itself. This measure is computed for each unit and each of the three ethnic groups
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in the sample. As expected, the priority levels we obtain for the three groups are negatively
correlated. Serb and Croat claims correlate at -0.40, Muslim and Croat claims at -0.38, and
Serb and Muslim claims at -0.48. These correlations indicate that on average, the claims of
groups do not overlap: if a unit has a high priority for one group, it receives a low priority for
the other groups. The scatter plots in Figure 6.1 plot the importance scores of groups against
each other. Municipalities that receive high scores for two groups at the same time indicate
clashing territorial claims. The plots reveal that the number of contested provinces varies for
different group constellations: Whereas there are many units with mutual claims by Serbs and
Muslims (upper left panel), this number is much smaller for Croats and Muslims, and Croats and
Serbs. These figures suggest, at least initially, that most conflict potential was present between
Serbs and Muslims. In general, however, the scatter plots show that are a substantive number
of units where there are clashing group claims. I now turn to the calculation of an aggregate
indicator measuring this territorial contestation.
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Figure 6.1: Scatter plots of the strategic importance scores of the municipalities in 1991. Dots
toward the center of the coordinate system indicate that the unit is considered important by two
groups, and is therefore likely to be contested.

The importance scores must now be combined into a single indicator of clashing claims.
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A unit should be under dispute if it has a high importance to more than one group. For that
reason, I select the two highest importance scores for a unit across all ethnic groups, and use the
product of these two scores as my indicator of strategic ethnic contestation. High values of this
variable suggest that there are two ethnic groups that consider the respective unit to be part of
their territory. The strategic contestation indicator ranges from 0 to 0.06, with a mean of about
0.02.

A short example illustrates the logic behind the strategic contestation indicator. The mu-
nicipality of Zvornik in eastern Bosnia was one of the first locations to see violence between
Serbs and Muslims during the Bosnian war in early April 1992 (Burg and Shoup 1999, p.129).
Zvornik has eight neighboring municipalities in Bosnia (see Figure 6.2). Since some of these
have high population shares of Serbs (e.g. Bijelina and Sekovici), and Zvornik itself has a Serb
share of almost 0.5, the municipality is of high importance to the Serbs (importance score 0.19).
At the same time, Zvornik also borders some Muslim-dominated municipalities (e.g. Kalesija
and Bratunac) and has a high share of Muslims (slightly more than 0.5). For that reason, it is
likely to be also claimed by this ethnic group (importance score 0.29). The multiplication of
the Serb and Muslim importance scores for Zvornik results in a strategic contestation value of
0.056 and is among the ten highest scores in the sample.
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BratunacVlasenica

Sekovici

Kalesjia
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UgljevikLopare
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0.4 − 0.6
0.6 − 0.8
over 0.8
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Figure 6.2: Example of the computation of the strategic contestation indicator. The color shad-
ing indicates the proportion of the respective group in a municipality, for Serbs (left) and Mus-
lims (right).
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6.3 Results

Having introduced the data and indicator for ethnic contestation, I now turn to an empirical test
of the relationship between contestation and conflict.

6.3.1 Ethnic Contestation and Two-sided Violence

According to the theoretical discussion presented above, we should see more two-sided violence
in units with higher ethnic contestation. For a first visual inspection, Figure 6.3 shows the
geographic distribution of the contestation scores, with an overlay of the two-sided conflict
events from ACLED. Darker colors correspond to greater ethnic contestation in a municipality.
According to H1, we should observe a higher likelihood of two-sided violence in units with
darker colors. This expectation seems to be confirmed by Figure 6.3, which shows that most of
the units with high contestation (dark) show more conflict activity.

Ethnic Competition

under 0.01
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Figure 6.3: Ethnic contestation scores for 1991. Darker colors correspond to higher scores. The
dots indicate the location of two-sided conflict events from ACLED.

In order to provide a more thorough test of H1, I employ regression analysis with the number
of events in a unit as the dependent variable.2 This variable is likely to show overdispersion, so

2All models estimated using R 2.7.1 and the Zelig package (Imai, King and Lau 2006).
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a negative binomial model is to be preferred over a Poisson model. I control for the effect of the
local ethnic configuration of a municipality in 1991 by including a measure of ethnic diversity
computed using the ethno-linguistic fractionalization index ELF (Taylor and Hudson 1972).
Note that the criticism on the ELF index mentioned in Chapter 2 applies to the country-level
version of this index, which hides much of the intrastate variation behind a single number. In
the present application, the ELF is perfectly appropriate, since it measures ethnic diversity at the
local level and therefore is able to capture this variation. My expectation is that ethnic diversity
should have a positive effect on two-sided violence. I also control for whether a municipality
borders regions outside Bosnia, since direct proximity to either Serb or Croat territory might
increase the conflict propensity of a municipality. Furthermore, we should expect conflict to
be more likely in more populous units, so I include the logged unit population in 1991 as an
additional independent variable. A further issue needs to be addressed in the analysis. We must
assume that conflict is spatially dependent, i.e. the number of conflict events in a unit is to a
certain degree determined by the number of conflict events in its neighboring units. To deal with
this dependence, I include a spatial lag in the model (Ward and Gleditsch 2008). The spatial lag
in my model is computed as the average conflict count of a unit’s direct neighbors. Figure 6.1
reports the results.

Estimate Std. Error z value Pr(>|z|)
(Intercept) −7.73 1.76 −4.40 0.00

Ethnic contestation 16.06 8.35 1.92 0.05
Local ethnic diversity 2.99 0.96 3.10 0.00

Border unit 0.57 0.28 2.08 0.04
Population (log) 0.60 0.17 3.51 0.00

Spatial lag of DV 0.12 0.05 2.64 0.01

Table 6.1: Negative binomial regression results. Dependent variable: Number of two-sided
violence events (N=109).

The regression analysis confirms my expectations. Units with a higher degree of contes-
tation show significantly more conflict activity. When increasing ethnic contestation from the
empirical minimum (0.00) to the maximum (0.062), the expected number of two-sided conflict
events increases by about 4. However, the occurrence of two-sided violence also depends to a
large degree on the local ethnic make-up, with more diverse units experiencing more violence.
Municipalities at the border of Bosnia have a higher likelihood of conflict, and the same holds
for more populous municipalities. We also see that conflict exhibits a high degree of spatial
correlation: The coefficient for the spatial lagged dependent variable is positive and strongly
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significant.

As the map in Figure 6.3 shows, the dependent variable in this analysis has a high proportion
of zeros, which might bias the results of the negative binomial model. In order to test for this,
I also estimate a zero-inflated negative binomial model (results not shown).3 I do not observe
a change in the direction or significance level of any effect, with the exception that the border
unit variable is only significant at the 0.1 level.

6.3.2 Ethnic Contestation and One-sided Violence

For a test of H2, I repeat the above analysis with the one-sided violence count as the dependent
variable. Again, I start with a visual inspection of the data. Figure 6.4 shows the geographic
distribution of strategic ethnic contestation, again with an overlay of the one-sided conflict
events in ACLED.
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Figure 6.4: Ethnic contestation scores for 1991. Darker colors correspond to higher scores. The
dots indicate the location of one-sided conflict events from ACLED.

According to H2, high levels of contestation should be related to increased one-sided vio-
lence. Visually, this relationship seems to be supported; we see a lower occurrence of one-sided

3Model estimated using R 2.7.1 and the pscl package (Zeilis, Kleiber and Jackman 2007).
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violence in areas with light shading. I employ regression analysis to provide a more reliable test
of this relationship. Again, I use a negative binomial model with the one-sided event count as
the dependent variable, and a spatially lagged dependent variable to control for spatial depen-
dence. Table 6.2 presents the results.

Estimate Std. Error z value Pr(>|z|)
(Intercept) −20.29 3.21 −6.32 0.00

Ethnic contestation 29.06 14.14 2.06 0.04
Local ethnic diversity −0.69 1.58 −0.44 0.66

Border unit 0.56 0.41 1.37 0.17
Population (log) 1.78 0.31 5.82 0.00

Spatial lag of DV 0.30 0.15 2.08 0.04

Table 6.2: Negative binomial regression results. Dependent variable: Number of one-sided
violence events (N=109).

The model shows two major results. First, in line with H2, ethnic contestation is positively
and significantly related to one-sided violence, in other words, units with high contestation as
captured by my indicator show significantly higher levels of violence against civilians. The
effect of ethnic contestation corresponds to an expected increase by roughly 2 conflict events
when increasing contestation from the minimum to the maximum, while holding all other co-
variates at their means. The second finding pertains to the impact of the local measure of ethnic
diversity. As I shown above, ethnic diversity leads to a higher occurrence of two-sided violence.
In other words, besides the strategic ambitions of groups as captured by my contestation indica-
tor, the local ethnic configuration explains a great deal of variance in two-sided violence. This
stands in stark contrast to one-sided violence. Here, local ethnic diversity turns out to have no
discernible relationship to the occurrence of one-sided violence, whereas ethnic contestation is
a strong predictor. This result is a first indication of the strategic nature of civilian targeting: If
a unit is of strategic importance, the group will make an attempt to induce population changes
in that unit. Violent military confrontations, however, seem to be driven by strategic aims, but
also by the local ethnic diversity of a municipality. Again, I repeat this analysis also with a
zero-inflated negative binomial model. It confirms the findings on the above presented model;
the only observed difference is that the ethnic contestation variable is now significant only at
the 0.05 level.
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6.4 Chapter Summary

Settlement patterns affect conflict in a variety of ways. In the two previous chapters, I showed
how the spatial distribution of a group affects the risk of a group being involved in conflict. This
chapter has shifted the level of analysis to a finer level and analyzes how settlement patterns af-
fect the location of violence. My analysis of the Bosnian civil war suggests that ethnic conflicts
follow a logic that relates violence to the territorial aspirations of ethnic groups. Locations with
a high level of ethnic contestation tend to see more confrontations between armed forces as
groups struggle for control of a unit, but these locations are also more susceptible to one-sided
violence against civilians. The mechanisms I claim to be at work are not applicable to all kinds
of ethnic conflicts. The strategic application of violence as a means of securing territory is
most likely to happen in symmetric ethnic conflicts, where there is an all against all struggle of
groups fighting with the prospect of creating new independent states from their territories.

This and the previous two chapters assume a uni-directional perspective in terms of causal-
ity: I treat ethnic settlement patterns as a causal precondition of conflict. In Chapters 4 and 5, I
show that group geography influences a group’s ability to coordinate for collective action. If the
settlement pattern favors mobilization, conflict is more likely. This chapter continues along sim-
ilar lines, but at a finer resolution, and argues that group geography creates strategic incentives
for groups to apply violence at particular locations. The next chapter reverses this perspective
and examines the effect of conflict on settlement patterns. How does conflict change the ethnic
map? This perspective is largely missing in the scholarly literature, although it is intimately
related to ethnic conflict.



Chapter 7

The Endogeneity of Group Geography and
Conflict

THE study of civil war has generally treated geography as a factor exogenous to conflict. For
example, we know that rough terrain (Fearon and Laitin 2003), the occurrence of diamonds

and oil (Lujala, Gleditsch and Gilmore 2005; Lujala, Rød and Thieme 2007), and the distance to
a border (Buhaug and Rød 2006) affect the likelihood of conflict. Up until now, this dissertation
was no exception: In the previous chapters, I showed that the geographic settlement patterns
of ethnic groups influence conflict at various levels. For ethnic groups, the spatial distribution
of their members determines interaction opportunities and thus facilitates mobilization (Chap-
ters 4 and 5). From a more local perspective, the previous chapter showed that fuzzy territorial
boundaries between groups create strategic opportunities for groups to apply violence at partic-
ular locations. However, in the preceding chapters I treated the nature of the main actors, the
ethnic groups, as constant.

The present chapter will relax this assumption. Why? The short answer is that treating
actors as constant hides much of the dynamics that occur during conflict. This observation is
not limited to the study of intrastate conflict between groups. For example, theorizing in Inter-
national Relations frequently departs from the assumption of fixed actors. This literature has
traditionally dealt with the study of states as the main actors, and has given much attention to
their cooperative and conflictive interactions (see e.g. Waltz 1979). The reliance on a set of
largely constant actors allows for parsimonious and elegant theories, but may limit the scope
and accuracy of the theoretical framework. However, more and more attention has been given
to actor changes in the international system, acknowledging these changes as an inherent prop-
erty of the system. For example, Gilpin (1981) distinguishes between (i) relational changes that
affect the interactions between states, (ii) systemic changes that are characterized by transfor-
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mation of states vis-à-vis others, and (iii) systems changes that correspond to fundamental shifts
in the nature of actors, as the disappearance of empires.

This chapter examines what Gilpin’s systems change corresponds to in the context of inter-
group interactions. More precisely, I study the transformation of the main actors – the ethnic
groups. Following Wendt (1994), Cederman and Daase (2003) suggest a distinction between
transformations of the social and corporate identities of groups. The social identity corresponds
to the group’s shared beliefs and ideas, whereas the corporate identity “constitutes a group’s
very existence and its extension in time and space” (Cederman and Daase 2003, p. 7). In fact,
corporate identity transformations have been studied in detail by Bremer and Mihalka (1977)
and later by Cederman (2002a, 1997), who examine the emergence and disappearance of state
on a geographic dimension. As a consequence, treating a group’s geography as static, as I have
in the previous chapters, corresponds to the negligence of corporate identity transformations.
However, these transformations are important, as they are particularly likely to occur within
the context of violent conflict. Again, it is worth drawing an analogy to international war. The
literature on international conflict has repeatedly emphasized the relationship between territory
and war. Holsti (1991) shows that territory has been the most frequent issue of interstate war
since the Peace of Westphalia. However, as much as territory spurs violence, wars in turn have
an impact on the layout of the international system and oftentimes change the geographic shape
of states. Tilly (1992) concisely summarizes this as: “War makes states, and vice versa” (p. 67).
Being engaged in external wars, he argues, transforms the institutional structure, but also the
geographic shape of states. Clearly, conflict is one of the most important driving forces behind
corporate identity changes in the international system.

Accordingly, in the context of international conflicts, we can speak of territory and violence
as being endogenous: Territorial configurations trigger war, but war also changes territorial con-
figurations. However, is there a similar logic in intrastate conflicts? In this chapter, I examine
the endogeneity of territory and conflict in ethnic conflicts. In doing so, I build on and extend
the theoretical discussion of the previous chapter, in which I argued that groups fight with the
aim of creating contiguous, ethnically pure territories. If groups can only partly achieve this
aim, the effect of violence should be a strategic unmixing of the system, such that there are less
competing territorial claims of ethnic groups after the conflict. However, the fact that such a
segregation process occurs in times of conflict does not yet tell us much about the particular
role that violence plays in triggering population changes on the ground. Again, I distinguish
between the role of two-sided violence between the groups’ armed forces, and one-sided vio-
lence against civilians. I argue that the former is used as a means of establishing control over
territory. Once this has been achieved, one-sided violence against civilians is applied as a strat-
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egy of ethnic cleansing by enforcing migration or exterminating people. The remainder of this
chapter presents an analysis of changes in ethnic settlement patterns in Bosnia during the civil
war. As was mentioned in Chapter 3, for this to be possible, we require both pre- and post-war
population estimates. For Bosnia, these numbers are available at the municipality level and thus
allow for an assessment of the impact of violence on population changes.

7.1 Internal Conflict and Territorial Changes

How does violence change the spatial distribution of ethnic groups? As alluded to in Chapter
1, violent conflict around the world continues to be one of the most important determinants
of forced migration (Salehyan 2007). However, here we need to distinguish between cases
in which migration occurs as a (no less grave) side-effect of conflict, and cases in which the
explicit aim of the conflict is the expulsion of a population. The latter category is the focus of
this chapter. There are a wide range of cases of violent ethnic cleansing, with episodes varying
in scope and strategy. The Nazi campaign of ethnic cleansing in Europe, committed mostly
against the Jewish population, was characterized by an immense number of casualties, but also
by its thorough organization on the side of the perpetrators (Mann 2005). Many recent ethnic
conflicts have also included episodes of significant ethnic cleansing, such as the Rwandan civil
war (Gourevitch 1999), the conflict in the Abkhaz region in Georgia (International Crisis Group
2006), and the Serbs’ atrocities in Kosovo (U.S. Department of State 1999). However, even
though there is a large body of literature examining the causes of these events, much less has
been written about the spatial dynamics of population movements during these conflicts. The
purpose of this chapter is to fill this gap and to explain whether and how the application of
violence induces changes in the spatial distribution of ethnic groups.

As the previous chapter has shown, groups seek to create an ethnically homogenous ter-
ritory. In mixed regions, however, this is not possible without population adjustments, so the
strategy of ethnic groups is to remove the alien group from the territory they consider to be
theirs. This can happen via different strategies, from non-violent cultural suppression to forced
migration or even the killing of entire populations (Mann 2005, p.12). During ethnic conflict,
we typically observe the whole spectrum of forceful cleansing. This can be thought of as a seg-
regation process, where populations separate into more homogenous clusters – similar to what
Schelling (1971) describes in this famous model of neighborhood segregation. As outlined in
Chapter 5, Schelling imagines the formation of ethnically segregated population clusters to be
the result of individuals’ preferences regarding their neighbors. During ethnic cleansing, how-
ever, although the result is likely to be a segregated environment, the process by which this
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separation is implemented is different, as migration is induced by the application of violence.
Since local territorial disputes are at the root of conflict as shown in the previous chapter, the
effect of these population changes should (at least partly) reduce the conflict susceptibility of
the system; in other words, the territorial incentives for groups to apply violence should be
lower. Again using my notion of territorial contestation as introduced in the previous chapter,
we should expect contestation to be systematically reduced. I therefore hypothesize that

H1: Conflict leads to a system with lower ethnic contestation.

Note that H1 only considers the short-run territorial incentives for conflict. A decrease in
contestation does not mean that conflict susceptibility decreases in the long run. In fact, settle-
ment pattern changes induced by violence may spur future wars, for example due to the expelled
group’s feelings of hatred and revenge towards their enemy (Petersen 2002). In general, Laitin
(2004) advises caution against territorial solutions and points to the future costs they can entail.

The previous hypothesis examines the system-wide effects of conflict on ethnic distribution.
However, what explains the local changes towards less territorial contestation on the ground?
As argued above, overall ethnic contestation decreases because of a strategic unmixing of group
populations. Although violence is not the only way to induce ethnic cleansing, ethnic config-
uration changes can be implemented by employing violence strategically. As described above,
we must distinguish between the effect of two-sided violence as a means of gaining control
over a unit, and one-sided violence as a way of cleansing the unit of an alien population. The
occurrence of two-sided violence indicates the struggle between groups for control of a unit.
Repeated military confrontations between groups therefore mean that control over a unit has
not been established, because fighting should stop if one group takes over the unit. Without
clearly established control of a unit, we expect that fewer systematic attempts will be made to
ethnically cleanse the unit, which results in a smaller decrease in ethnic contestation. I therefore
hypothesize that

H2: The decrease in ethnic contestation should be lower at locations with a high
occurrence of two-sided violence.

One-sided violence, however, should have the opposite effect on population changes. We
can assume that violent cleansing strategies are among the most effective in creating ethnically
“pure” territories. One-sided violence against civilians is the most extreme manifestation of
a group’s attempt to achieve ethnic homogeneity, so we assume that high occurrences of one-
sided violence should be related to more frequent attempts to achieve ethnic homogeneity, and
correspondingly, low ethnic contestation. In short,
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H3: The decrease in ethnic contestation should be higher at locations with more
one-sided violence.

An example illustrates how the application of one-sided and two-sided violence is respon-
sible for inducing population changes. The municipality of Srebrenica in Eastern Bosnia has
received sad publicity due to the genocidal events that occurred there in 1995. Srebrenica had a
pre-war Muslim population ratio of about two-thirds, and since it is located close to the border
with Serbia, was at a particularly high risk of being attacked by Serbs. The city was the loca-
tion of repeated confrontations between Muslims and Bosnian Serbs already in 1993 (Burg and
Shoup 1999). However, due to the presence of UN troops under the UNPROFOR mission, the
Serbs did not manage to take over the city until 1995. As a result of the continuous decrease
in UN troops over the years, the Serbs were finally able to bring Srebrenica under their control
in early July 1995. Once control was established, the Serbs conducted large-scale killings of
the Muslim population, which until now constitutes the “largest such incident in Europe since
World War II” (Burg and Shoup 1999, p. 325).

By examining the consequences of violence on the spatial distribution of groups, I continue
the causal process described in the previous chapter. If the attempts of groups to create eth-
nically pure territories are only partly effective, conflict should reduces the ethnic contestation
in the system (H1). Local population changes toward lower ethnic contestation should occur
where one group has taken control. Many military confrontations between groups indicate that
no group has taken over, and are therefore related to a smaller decrease in ethnic contestation
(H2). Violence against civilians, however, is an indicator of forceful cleansing and should there-
fore be related to greater decreases in ethnic contestation (H3). The next section subjects the
hypotheses to empirical scrutiny.

7.2 Results

7.2.1 Conflict Reduces Ethnic Contestation in the System

As shown in the previous chapter, ethnic contestation increases the likelihood of both one- and
two-sided violence. Correspondingly, if conflict in general is successful as a means of resolving
territorial issues, we should see decreasing ethnic contestation during the conflict. In order to
test for this, I compared pre- and post-conflict ethnic contestation scores. Post-conflict strategic
ethnic contestation is computed as described in Chapter 6, but using the 2000 population data.
Before looking at the overall distribution of contestation, I again do a pairwise comparison of
the importance scores, similar to Figure 6.1. Figure 7.1 shows pairwise plots of the group’s
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importance scores for the Bosnian municipalities. Post-war (2000) scores are shown as solid
black dots, and the grey dots indicate the pre-war scores for easier comparison. The plot shows
that the number of contested units (those closer to the center of the coordinate system) has
decreased significantly.
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Figure 7.1: Scatter plots of the strategic importance scores for 2000 (black solid dots) and 1991
(grey dots). Again, dots towards the center of the coordinate system are contested units. The
plot shows that the number of contested units in 2000 has decreased significantly compared to
1991.

For a test of H1, I compare the overall distribution of ethnic contestation scores before
the war to the one after the war. According to H1, post-war ethnic contestation should be
significantly lower than before the war. Figure 7.2 shows the empirical distributions of the
contestation scores before (solid line) and after the war (dashed line). For the sake of clarity, the
distributions are smoothed by a Gaussian kernel density estimator. The figure shows that ethnic
contestation in the system decreases during conflict, since the distribution of pre-war scores
(solid line) includes higher values than the post-war distribution (dashed line). The result of the
visual inspection is confirmed by a numerical comparison. The pre-war mean of contestation is
0.028, as compared to a post-war mean of 0.018. A paired t-test shows that the post-war scores
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are significantly lower than pre-war (t-value 7.88, df 108, p-value 0.00).
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Figure 7.2: Kernel density estimates for the pre-war (solid line) and post-war (dashed line) dis-
tribution of ethnic contestation in Bosnia. Post-war ethnic contestation scores are significantly
lower.

7.2.2 Local Violence and Decreasing Ethnic Contestation

In the previous paragraph, I showed that during the course of the war, the overall ethnic contes-
tation in the system decreased significantly. How does this change at the systemic level relate
to the local occurrence of violence? In what follows, I conduct an analysis of the relationship
between one- and two-sided violence and the change in the ethnic contestation of a province.
More precisely, the dependent variable is the difference between the 1991 and 2000 scores of
ethnic contestation, as measured by the indicator introduced above. This variable ranges from
-0.02 to 0.042, with a mean of 0.01. Clearly, as shown in the previous paragraph, during conflict
there is a general trend towards lower scores of ethnic contestation, which explains the (on av-
erage) positive difference between the 1991 and 2000 scores. The main independent variables
are the number of events of one-sided and two-sided violence and are included in a square root
transformation because of their highly skewed distribution. Two-sided violence is expected to
have a negative effect; in other words, a high number of two-sided violence events should be
related to a lower decrease in ethnic contestation (H2). According to H3, we expect one-sided
violence to have a positive effect.

I start again with a visual inspection of the bivariate relationship between violence and the
change in territorial contestation. For a test of H2, I plot the dependent variable – decrease in
ethnic contestation – against the occurrence of two-sided violence. The map is shown in Figure
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7.3. For H2 to receive empirical support, two-sided conflict events should be primarily located
in areas with low decreases in contestation (light colors).
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Figure 7.3: Decrease in territorial ethnic contestation between 1991 and 2000. Darker colors
correspond to higher decreases in contestation, i.e. greater degrees of strategic unmixing. The
dots indicate the location of two-sided conflict events from ACLED.

Figure 7.3 does not reveal a clear pattern. Particularly in the center of the map, there are
many areas which seem to be consistent with the proposed relationship. However, we also see
a number of counter-examples, such as the Bihac municipality in West Bosnia, or Sarajewo
(dense set of points slightly to the east of the map center), which experienced much two-sided
violence, but also significant unmixing. In the following, I proceed to a more thorough test us-
ing regression analysis. The control variables are largely the same as in the analysis presented
in the previous chapter. As shown above, the system moves towards a lower degree of mix-
ing, so more contested units should experience more drastic decreases in ethnic competition. I
control for this by including the 1991 level of contestation as an independent variable. Border
units should see greater changes, because their strategic position favors their inclusion in the
outside group’s territory. Lastly, I expect the population of a unit to be be negatively related
to the degree of change: In populous units, it should be more difficult to induce changes in
the proportion of groups, because many more people need to be “moved” as compared to a
unit with a small population. Again, the observations of the dependent variable are likely to
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be spatially correlated. Rather than using an OLS model with a spatial lag, I employ a spatial
simultaneous autoregressive lag model (Ward and Gleditsch 2008, p. 43) that takes the simul-
taneity of observations into account.1 In this model, ρ is the coefficient of the spatially lagged
dependent variable. The number of one-sided and two-sided events is highly correlated in the
sample (0.73), so I test the two independent variables in separate models. Table 7.1 reports the
results with two-sided violence as an independent variable.

Estimate Std. Error z value Pr(>|z|)
(Intercept) −0.45 1.55 −0.29 0.77
Two-sided violence (sqrt) −0.17 0.09 −1.80 0.07
Pre-war ethnic contestation 21.21 7.25 2.92 0.00
Border unit 0.00 0.24 0.02 0.98
Population (logged) 0.07 0.15 0.44 0.66
ρ 0.43 0.12 3.76 0.00

Table 7.1: Spatial simultaneous autoregressive lag model. Dependent variable: Decrease in
ethnic contestation 1991-2000, multiplied by 100 to ensure better readability (N=109).

In line with H2, two-sided violence leads to a smaller decrease in ethnic contestation in a
municipality (Table 7.1): Units with more military confrontations tend to decrease less in their
ethnic contestation score. However, the effect is not very strong: Increasing the two-sided event
count by one produces a decrease in contestation of .001. This number corresponds to only 3%
of the empirical range of the contestation variable. Not surprisingly, pre-war ethnic contestation
is strongly and positively associated with the amount of decrease. This is a consequence of the
general tendency towards lower ethnic contestation in the system, which causes the largest
drops in contestation to occur in the units with high pre-war scores. Border units do not seem
to decrease more in contestation, and there is also no discernible effect of the unit population.
We see that changes in the ethnic makeup are highly spatially dependent; the coefficient ρ of
the spatial lag is positive and strongly significant.

I now repeat this analysis for one-sided violence as the independent variable, starting again
with a visual inspection of the data. Figure 7.4 shows a map of the observed decreases in
territorial contestation by municipality, similar to Figure 7.3 above. However, the dots in this
figure denote reported events of one-sided violence. According to H3, we should see large
changes (dark shading) occur at locations with a high number of one-sided events.

Again, it is difficult to discern a clear pattern in Figure 7.4. Many of the municipalities
that saw significant changes in territorial contestation (such as the ones in the north or east of

1Models estimated using R 2.7.1 and the spdep package.
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Figure 7.4: Plot of the decrease in ethnic contestation, overlaid with the location of one-sided
conflict events from ACLED.

Sarajewo) did not experience one-sided violence at all. However, in some cases the occurrence
of one-sided violence did not lead to only marginal contestation decreases, for example in the
south of the country. This preliminary analysis does not provide empirical support for H3. Still,
it remains to be seen how the relationship is estimated by a regression model. Table 7.2 reports
the results for a model with the same specification as above, but with one-sided violence as the
independent variable.

The results in Table 7.2 provide no empirical support for my final hypothesis. Contrary
to H3, the effect of one-sided violence is negative and not significant. The control variables
and the spatial lag retain their signs and significance levels as compared to the previous model.
In general, the results suggest that one-sided violence has no direct impact on the triggering
of population changes on the ground. Why is this the case? One answer explanation might
result from the great differences in the strategies that can be used for ethnic cleansing. As Mann
(2005, p. 12) shows, types of cleansing range from active discrimination and cultural repression
to violent strategies such as forced replacement, pogroms or genocide. However, in the analysis
presented above, we fail to observe these attempts unless they reach a level of violence that
classifies them as one-sided violence, and thus qualifies them for inclusion in ACLED. If the
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Estimate Std. Error z value Pr(>|z|)
(Intercept) −0.20 1.66 −0.12 0.92
One-sided violence (sqrt) −0.13 0.14 −0.91 0.36
Pre-war ethnic contestation 18.68 7.13 2.62 0.01
Border unit −0.05 0.24 −0.21 0.83
Population (logged) 0.03 0.16 0.22 0.83
ρ 0.43 0.12 3.71 0.00

Table 7.2: Spatial simultaneous autoregressive lag model. Dependent variable: Decrease in
ethnic contestation 1991-2000, multiplied by 100 to ensure better readability (N=109).

majority of population changes in Bosnia was indeed induced by non-violent attempts, it is
no surprise that one-sided violence has no effect in the above model. A second alternative
explanation is found in the more general pattern of population transfers during the Bosnian war.
In my theoretical discussion above, I made the simplifying assumption that people generally
tend to stay where they live, unless threatened by violence. In reality, however, this might be
different. Burg and Shoup (1999, p. 172) mention completely opposite approaches that leaders
pursued during the Bosnia war. Whereas Muslim leaders encouraged their group to stay in their
villages in order to maintain the integrity of Bosnia, Serb and Croat leaders tried to convince
people to leave their homes and migrate to ethnically homogenous areas. This was done in an
attempt to make a future partition of the country more likely. As a result, however, my analysis
fails to identity the latter cases, since migration was induced by reasons other than violence.

7.3 Chapter Summary

Conflict changes ethnic settlement patterns, and it does so in a systematic way. The effect
of conflict is such that it decreases the level of contestation across all units, corresponding to
a pattern of strategic ethnic unmixing during times of war. Whereas frequent confrontations
between military forces at a unit seem to be associated with lower degrees of segregation, one-
sided violence has not discernible effect on the ethnic map. Rather, the trend towards ethnic
homogeneity occurs as a by-product of conflict, but does not seem to be directly induced by
the local application of violence. In summary, violence and territory in internal conflict are
endogenous: Fuzzy territorial boundaries explain where fighting occurs, and conflict in general
leads to an adjustment of these boundaries.

These findings support Kaufmann’s (1996) observation that during ethnic conflict, we fre-
quently observe an ethnic unmixing of the population. And still, this should not lead us to accept
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the territorial separation of groups as a remedy to conflict (Sambanis 2000; Laitin 2004). This
chapter gives at least two additional reasons why this solution might not work. First, territorial
separation requires that groups be physically separated. If the resulting configuration should be
peaceful, this requires a territorial division accepted by all groups. However, how could such
a division be found, and who is to establish it in the first place? The results presented here
point to the importance of inter-ethnic boundaries; people are willing to fight for even minimal
adjustments. Therefore, an artificial territorial division is unlikely to be agreed on by all groups
in a peaceful process. Second, my analysis explains the location of violence, given that a civil
war has already started. The onset of the civil war itself might be unrelated to the degree of
inter-ethnic mixing. As long as we do not know the determinants of civil war onset, it is diffi-
cult to estimate the importance of settlement pattern adjustments needed to prevent conflict in
the first place. If the underlying conflict issue is not addressed, the drawing of new territorial
boundaries will not have the desired effect.



Chapter 8

Conclusion

TERRITORY is important for people – so much that it continues to spur violent conflict around
the globe. Building on previous work that establishes the role of group geography in ethnic

conflicts, this dissertation makes an attempt to push this research agenda forward by focusing
on the mechanisms linking geography and conflict. In other words, the overarching research
question of this dissertation is not whether group geography influences conflict, but rather how

it does so.

The purpose of this final chapter is threefold. First, I summarize the key contributions of this
dissertation. Referring again to the core questions introduced in Chapter 1, I outline the specific
issues and the answers that my analysis gives. Second, I discuss methodological contributions
in the study of geography and conflict that might be useful to future research in the field. Third, I
discuss policy implications of this work, focusing on geographic risk assessments and territorial
solutions to ethnic conflicts.

8.1 Meta-theoretical Contribution

As outlined in Chapter 2, research on civil war in general, but also on group settlement patterns
and conflict, suffers from an insufficient focus on the mechanisms behind these phenomena.
According to Sambanis (2004a), this shortcoming is due to an over-aggregated research design,
with a focus on factors rather than actors. By testing the effect of settlement patterns using
coarse indicators, existing studies fail to give a sufficiently precise account of the group pro-
cesses linking the spatial distribution of groups to conflict involvement. A second category of
research – case studies – has produced rich, detailed accounts of these processes, for example
regarding questions of participation (Weinstein 2007) or spatial variation in the application of
violence (Kalyvas 2006). However, although this literature offers great insights into particular
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conflicts, case studies can only offer results of limited generality.
In this dissertation, I attempt to get closer to the group processes during conflict by us-

ing a disaggregation approach. Disaggregated studies address the shortcomings of aggregated
country- or group-level studies by employing a much more detailed level of analysis, while
retaining the explanatory power of large-N comparisons. As elaborated in Chapter 2, disaggre-
gation can be done in a number of ways: conceptually, temporally, and spatially. The analysis
presented in the dissertation is an example of the latter type. By using new data and methods
in the study of settlement patterns, my work helps to disentangle the group processes during
conflict, and thus to fill the gap that has been left by pure correlational studies.

8.2 Theoretical Contributions

This dissertation is built around three core question. I first adopt a focus on a single group and
examine how its settlement pattern affects the risk of conflict. The second core question extends
this beyond the level of single groups. Here, I narrow the focus down to a detailed geographic
level and study how group settlement areas in relation to each other affect the location of vio-
lence. Lastly, under the third core question I drop the assumption of territorial configurations
as exogenous to conflict, and provide a detailed analysis of how settlement pattern changes
relate to violence. In the following paragraphs, I proceed by summarizing the key theoretical
contributions of this dissertation for each of the core questions.

8.2.1 Settlement Patterns and the Risk of Conflict

Towards Answering the Motivation vs. Opportunity Question The first core question of
this dissertation (presented in Chapters 4 and 5) focuses on how the spatial concentration of a
single group affects the risk of being involved in violent conflict with the state. In doing so, the
chapter provides a new assessment of the motivation vs.opportunity controversy at the territorial
level, which has so far attracted a lot of attention. An example is David Laitin’s (2004) article on
ethnic unmixing, where he claims that what drives the relationship between group concentration
and conflict is the “low-cost communication among the population” of a concentrated group
(p. 365). What Laitin advocates here is an opportunity explanation for the effect of group
geography on conflict. This perspective, however, stands in contrast to a motivational link
from concentration to conflict, which emphasizes the intrinsic value of territory for groups as
a determinant of violence (Toft 2003). Until now, no systematic attempt has been made to
determine which of these competing explanations bears out empirically. Using novel GIS data
on ethnic groups, Chapter 4 presents for the first time a thorough test of both mechanisms. The
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results provide evidence in favor of an opportunity-driven influence of group concentration and
therefore support Laitin’s conjecture. Whereas the relative impact of motivation vs. opportunity
determinants of civil war at different levels will most likely continue to be debated, the results
presented here at least suggest a clear answer regarding the role of group settlement patterns.

Addressing Group Mobilization in Ethnic Conflicts Based on the results presented in Chap-
ter 4, it becomes clear that a careful study of group mobilization in the context of geography
is the way forward. This result calls for even more integration of research on ethnic conflict
and collective violence – two strands of literature that have rarely intersected to date (Brubaker
2004, p. 90f). Clearly, the account presented in Chapter 4 is still incomplete in the sense that an
opportunity mechanism linking group geography to conflict would necessarily have to specify
the group actors involved in conflict mobilization as well as their interactions.

Chapter 5 aims to do this. Using a computational mobilization model run on a real group
geography, I simulate how collective mobilization spreads through group populations. As out-
lined, the literature on group mobilization has repeatedly emphasized the importance of direct
social interaction for participation: First, social interaction fosters the socialization of individ-
uals to particular norms and values; second, it facilitates the spread of information; and third,
it enables social pressure between group members. Consequently, in my model the influence
from one location to the other is proportional to the number of people traveling between these
locations, as approximated by Zipf’s law (Zipf 1946). The model computes a measure for the
simulated pervasiveness of mobilization. More precisely, this indicator captures the proportion
of the group that can be mobilized given the parameters of the model, and thus helps to com-
pare groups with respect to their mobilization propensity. Groups with high mobilization values
should thus be more likely to be involved in conflict, a result which I confirmed in a regression
analysis.

8.2.2 Settlement Patterns and the Location of Violence

Linking the Location of Violence to Settlement Patterns The impact of group settlement
patterns on conflict has so far only been examined at the group level. Similar to the results I
presented in Chapters 4 and 5, the normal approach has been to study how particular features
of group geography affect the group’s risk of conflict involvement. The second core question
of this dissertation adds a new dimension to the study of group settlement patterns and exam-
ines how group geography affects the location of violence. Recent research has made much
progress in identifying regions that are particularly prone to conflict, but has so far omitted the
spatial ethnic distribution as a key determinant. By employing high-resolution geographic data
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on ethnicity and spatially linked reports of violent events in Bosnia, the analysis presented in
Chapter 6 sheds new light on the dynamics of civil wars. I show that the application of violence
is driven by the territorial incentives of groups to create and consolidate their group territories,
i.e. larger areas of ethnic homogeneity. My analysis provides a detailed perspective on differ-
ent types of ethnic violence by distinguishing between two-sided violence between the groups
armed factions and one-sided violence against civilians, both of which are strongly influenced
by territorial ambitions.

8.2.3 The Endogeneity of Settlement Patterns and Conflict

Providing a Dynamic Perspective on Group Geography The literature on group settle-
ment patterns and conflict has treated group geography as an exogenous determinant of conflict,
which is also the approach in Chapters 4 to 6 of this dissertation. Basically, in these chapters
I depart from the assumption that a group’s distribution in space is causally prior to the occur-
rence of conflict. However, the study of conflict at the international level tells us that geography
is also the result of armed conflict, or in Tilly’s words, “War makes states, and vice versa” (Tilly
1992, p. 67). Chapter 7 applies this thinking to an intrastate setting and analyzes changes in
group geography that occur as a result of conflict. Specifically, I pose two questions. First, if
violence is driven by competing territorial aspirations of groups, what is the effect of conflict
on the level of territorial contestation in general? Second, how do these changes relate to the
application of violence on the ground? The answer to the first question comes out clearly in the
analysis. The data show that during the conflict in Bosnia, strategic ethnic unmixing occurred.
In other words, conflict reduced the territorial contestation that in Chapter 6 was found to drive
the application of violence. However, my analysis can only partly explain how local violence
relates to these systemic changes. Whereas the occurrence of military confrontations seems to
inhibit large changes towards ethnic homogeneity, there is no direct relationship between the
targeting of civilians and ethnic unmixing. Instead, population changes seem to be triggered
by social and political pressure, which does not manifest itself in violence and thus escapes my
analysis.

8.3 Methodological Contributions

Beyond the theoretical contributions outlined in the previous paragraphs, this dissertation makes
two major methodological contributions to the study of ethnic conflict, which I will briefly
discuss here.
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8.3.1 GIS Data on Ethnic Groups

In Political Science, data collected for statistical assessment do not usually measure spatial
aspects, and therefore can be adequately represented in a table. Group settlement patterns,
however, are inherently spatial characteristics of groups and thus difficult to store in the usual
tabular form. As discussed in Chapter 3, numeric indicators of settlement patterns used in
previous studies capture the nature of the phenomenon only partially (Toft 2003; Minorities at
Risk Project 2005). For this reason, I applied a variety of tools and techniques from Geography
to my research question. Most importantly, throughout this dissertation I rely extensively on
Geographic Information Systems (GIS), a type of computer software tailored to the collection
and processing of spatial data. GIS are only slowly being recognized as a valuable addition to
the social science toolkit, but the increased availability of spatial data over the coming years is
likely to boost their importance in the field. For this dissertation, GIS-based analysis allows me
to distinguish between different aspects of spatial concentration (Chapter 4), but also to prepare
data for the computer simulation (Chapter 5) and the analysis of the Bosnia conflict (Chapters 6
and 7). In doing so, this dissertation illustrates how the “spatial turn” in the social sciences can
yield precise and testable propositions.

8.3.2 Computer Simulation on Spatial Data

Computational modeling certainly does not belong to the traditional Political Science toolbox,
but has gained some momentum over the last decade (Cederman 1997, 2001). However, many
agent-based models are used for heuristic purposes and lack any systematic empirical valida-
tion. This is certainly one of the reasons why some scholars have remained skeptical about
the method in general. In Chapter 5, I addressed this problem by presenting a computational
model that is tightly linked to geographic data. Although a few models exist that operate on a
real-world geography (see e.g. Dean et al. 2006), my model is unique in that it combines the
simulation approach with a large-N statistical test. By using the output of the model as an inde-
pendent variable in a regression analysis, I show how computational modeling can successfully
be applied to a real geography, but at the same time allow for a systematic comparison of the
model outcomes to empirical results.

8.4 Policy Implications

What are the practical implications of the research presented in this dissertation? This section
discusses two potential policy-related aspects. The first centers around the idea of using settle-
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ment patterns as a way to derive risk assessments in a geographic sense, i.e.to identify locations
that are at a particularly high risk of being affected by ethnic conflict. Essentially, the gist of
this idea lies in its potential to limit the damage during an ethnic conflict, once a war has started.
The second application discusses territorial solutions to ethnic wars, as proposed in the litera-
ture. Here, the focus is on the termination or prevention of ethnic wars, rather than the precise
location of violence. However, as we will see below, my results advise caution with respect to
these recommendations.

8.4.1 Geographic Risk Assessments

My analysis on Bosnia presented in Chapter 6 shows that the application of violence follows
a territorial pattern, influenced by the groups’ strategic objectives. Once a civil war starts, it
becomes feasible to predict the spatial progress of conflict. Which municipalities are at a partic-
ularly high risk of being affected by violence? Oftentimes, this is the question that third-party
military operations face when making decisions about where to intervene (Dorussen 2007).
During these operations, protecting the civilian populations might be of particular priority. My
results help to single out locations where non-combatants are most likely to be attacked, and
can therefore provide guidance as to precisely where precautionary measures would be helpful.

However, for this application one would need a more careful assessment of the predictive
performance of the statistical model employed in Chapter 6. Traditional models of civil wars
have been found to perform poorly for prediction, despite containing a number of statistically
significant variables (Ward and Bakke 2005). Rather than looking at statistical significance as a
criterion for the theoretical relevance of independent variables, what is required is an evaluation
of the variables and the overall model with respect to predictive accuracy, in other words, their
practical relevance. Also, in order to better understand the diffusion processes of violence in
ethnic conflicts, it is beneficial to move from a cross-sectional design to a more detailed time-
series cross-sectional setup, as demonstrated in Weidmann and Ward (2008).

8.4.2 Territorial Solutions to Civil Wars?

In order for scientific results to resonate within the community of policy-makers, they must
encompass factors that can actively be changed from the outside. For example, research on
the success of UN peacekeeping operations (Doyle and Sambanis 2000) is highly relevant to
policy-makers since it addresses an independent variable (interventions) that can be directly
manipulated in order to maximize the desired outcome (in this case, prevent the recurrence of
conflict). However, does this apply also to group geography as a conflict determinant? As I
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have shown in this dissertation, settlement patterns strongly influence the conflict involvement
of particular groups, but also the location where violence is likely to occur. Consequently, is it
not advisable to alter the settlement pattern so as to reduce the risk of conflict?

Previous work on the solution of ethnic conflict often treats group geography as a variable
that can be tweaked as to make conflict less likely. Most prominently, Kaufmann (1996) advo-
cates the territorial separation of groups as a geographic solution to conflict. In particular, he
suggests that in order to terminate violent ethnic conflict such as the one in former Yugoslavia,
it is necessary to separate group populations into clearly demarcated territories. This suggestion
is problematic for many reasons. First and foremost, one might wonder how such a territorial
partition could be imposed in the first place. Clearly, this form of “legitimate” ethnic cleansing
would entail dramatic costs of human suffering. Furthermore, Sambanis (2000) shows that there
is no empirical evidence that supports the proposed relationship between territorial partition and
civil war, namely that partition prevents civil wars from recurring. Laitin (2004), on the other
hand, points to the security problems caused by the creation of concentrated populations. My
results provide strong support for this latter assertion. I show that a high population concen-
tration alleviates collective action problems, thus facilitating group mobilization for conflict.
An artificial separation of groups creates a settlement pattern that has precisely that feature and
might therefore make things worse in the end. Rather than offer a new solution to the problem
of ethnic violence, my results strongly advise against artificial changes of settlement patterns.
Thus, other solutions are more likely to succeed in mitigating ethnic violence. Rather than ad-
dressing the problem by removing opportunities for conflict, more effective solutions should
focus on the motivations groups have for engaging in violence. For example, this motivation
can be contained by increasing the autonomy of minorities at the political or cultural level (Li-
jphart 1977; Hechter 2000b). In reducing the fear of majority suppression, this measure might
alleviate the motivation for a group to take arms (Hartzell, Hoddie and Rothchild 2001) and is
thus better suited to tackle the root cause of violence.
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